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Chapter 1

Arrow-Debreu model

1.1 What is general equilibrium?

The term general equilibrium (GE for short) is the antonym of partial equi-
librium (PE for short). Partial equilibrium is what we learn in introductory
microeconomics, for example the demand curve, supply curve, consumer sur-
plus, etc. In partial equilibrium, we assume that the demand and supply of a
good depends only on the price of the good, so the markets for different goods
are taken as independent. But in reality, markets are interdependent. A typical
example is oil. Since oil is used in the production of many goods and services,
when the price of oil changes, so do prices of other goods. For example, when
the oil price goes up, so does the price of flight tickets. Similarly, the demand
for SUVs (sport utility vehicles) may decrease and the demand for EVs (elec-
tric vehicles) may increase. As opposed to partial equilibrium analysis, general
equilibrium theory takes into account the interactions of all markets.

By definition, a general equilibrium model features multiple goods and ser-
vices (commodities). In order to increase the scope of applicability of general
equilibrium theory, we need to use our imagination and interpret goods broadly:
goods are distinguished not only by their physical properties (apples or bananas)
but also by time (think how happy you will be to get a house in La Jolla either
now or in 100 years), location (sushi in the middle of a desert is very different
from sushi on the coast), and states (an umbrella on a sunny day is very dif-
ferent from one on a rainy day). Depending on which feature (time, location,
uncertainty) of goods we focus on, general equilibrium theory can be applied to
many different fields in economics. Table 1.1 shows what happens when time,
location, and uncertainty are put into a general equilibrium model. For exam-
ple, when a general equilibrium model features time, it is called macroeconomics
(because macroeconomics is mainly concerned with economic fluctuations and
growth over time). When it features location and uncertainty, it is called inter-
national finance. As we can see from Table 1.1, general equilibrium theory is
the foundation of modern economics.
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2 CHAPTER 1. ARROW-DEBREU MODEL

Table 1.1: Features in a general equilibrium model.
Time Location Uncertainty

Time Macro International Macro Macro-Finance
Location Trade International Finance

Uncertainty Finance

1.2 Arrow-Debreu model defined

Let’s introduce the Arrow-Debreu model of general equilibrium, named after
Kenneth Arrow1 and Gérard Debreu2 for their work in the first mathematical
proof of equilibrium existence.

There are I agents (consumers) indexed by i ∈ I = {1, 2, . . . , I}.3 Agents are
endowed with some goods. There are L goods indexed by l ∈ L = {1, 2, . . . , L}.
There can also be firms who produce output goods from input goods, but let’s
ignore them for now.

Notations A consumption bundle is a vector4 x = (x1, . . . , xL) ∈ RL
+ that

specifies the quantity of each good. The endowment of agent i, denoted by
ei = (ei1, . . . , eiL) ∈ RL

+, is a particular bundle. Below are standard notations.

RL
+ =

{
x = (x1, . . . , xL) ∈ RL

∣∣xl ≥ 0 for all l
}
,

RL
++ =

{
x = (x1, . . . , xL) ∈ RL

∣∣xl > 0 for all l
}
,

x ≥ y ⇐⇒ xl ≥ yl for all l,

x > y ⇐⇒ xl ≥ yl for all l and xl > yl for some l,

x ≫ y ⇐⇒ xl > yl for all l.

The symbol ∀ and ∃ stand for “for all . . . such that . . . ” and “there exists
. . . such that . . . ”. So we often write ∀ and ∃ instead of spelling out a sentence,
since it saves time and (after getting used to) it facilitates understanding.

Preference relation Each agent is assumed to have a well-defined preference
over all possible consumption bundles. This is of course unrealistic—for instance
it is hard for me to determine whether I prefer an olive or a pickle—but is a
mathematical simplification. Agent i’s preference relation is denoted by ≿i.
x ≿i y denotes that agent i weakly prefers the bundle x to y. Obviously, x ≻i y
(x ∼i y) means that agent i strictly prefers x to y (is indifferent between x and
y). x ≿i y is the same as y ≾i x.

By a “well-defined preference”, I mean that for any bundles x, y ∈ RL
+, we

have either x ≿i y or x ≾i y (or both, in which case x ∼i y). This property is

1http://en.wikipedia.org/wiki/Kenneth_Arrow
2http://en.wikipedia.org/wiki/Gerard_Debreu
3Using the upper case letter for a finite set as well as its cardinality (here I) and a lower

case letter for a typical element (here i) makes the notation simple and easy to remember. It is
known as the Cass convention, after David Cass. http://en.wikipedia.org/wiki/David_Cass

4In this course all vectors are column vectors, like x =

[
x1

x2

]
. Since column vectors take

up a lot of space, column vectors are written as x = (x1, x2)′, the transpose of a row vector,
with the sign ′. Even this is tiresome and I usually omit the transpose sign ′.

http://en.wikipedia.org/wiki/Kenneth_Arrow
http://en.wikipedia.org/wiki/Gerard_Debreu
http://en.wikipedia.org/wiki/David_Cass
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called completeness. We assume that agents are logical in that if one prefers x
to y and y to z, then he prefers x to z. Mathematically, this means that

x ≿i y, y ≿i z =⇒ x ≿i z.

This property is called transitivity. If you know a lot of math, you will find
that a preference relation is nothing but a binary relation that is complete and
transitive.

Utility function A function ui : RL
+ → R is called a utility function if

x ≿i y ⇐⇒ ui(x) ≥ ui(y),

that is, agent i prefers bundle x to y if and only if x gives higher utility than y.
If f : R → R is a strictly increasing function, then obviously

ui(x) ≥ ui(y) ⇐⇒ f(ui(x)) ≥ f(ui(y)).

Therefore, if ui is a utility function and f : R → R is strictly increasing, then
vi(x) = f(ui(x)) is also a utility function. So if there is a utility function, there
are infinitely many utility functions because we can apply any monotonic trans-
formation like f(x) = 2x, x3, ex, etc. For this reason, it makes no sense to discuss
the numerical (cardinal) value of utility. All that matters is the order among
the utility of bundles. A property preserved by a monotonic transformation
(i.e., applying a strictly increasing function) is called an ordinal property.

Here are a few examples of utility functions that will be used in the course
(two good case).

Cobb-Douglas u(x1, x2) = α1 log x1 + α2 log x2. (Also u(x1, x2) = xα1
1 xα2

2 .)

Leontief u(x1, x2) = min {x1/α1, x2/α2}.

CES u(x1, x2) = (α1x
1−σ
1 + α2x

1−σ
2 )

1
1−σ . (Also u(x1, x2) = 1

1−σ (α1x
1−σ
1 +

α2x
1−σ
2 ).) CES stands for constant elasticity of substitution.

In both cases, α1, α2 are positive numbers. The generalization to multiple goods
is obvious.

Given a preference relation, does a utility function always exist? The answer
is no in general, but it is yes under weak and reasonable assumptions. The
statement and the proof can be found in Debreu (1959, pp. 55–59), so I will not
go into details and simply assume that a utility function exists.

Now we can define the economy.

Definition 1.1. An Arrow-Debreu economy

E = {I, (ei), (ui)}

consists of the set of agents I = {1, 2, . . . , I}, their endowments (ei) ⊂ RL
+, and

their utility functions ui : RL
+ → R.

Note that ei = (ei1, . . . , eiL)
′ is the endowment vector of agent i.
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Markets, prices, and budgets We assume that there is a market for each
good. Such a model is called a complete market model. In the real world, of
course, not all goods are tradable. For instance, you cannot sell your future la-
bor income, because if you can you might decide not to work and run away after
selling. Such a model is called an incomplete market model and plays an im-
portant role in models with time and uncertainty (especially in finance), but we
will not treat that case in this course since it’s substantially more complicated.

Good l is quoted by a price pl ≥ 0 in some unit of account. The price can be
zero, in which case it is called a free good, like air. Again in the real world, there
are goods (bads) that have a negative price, like garbage (which you have to pay
to get rid of), a junk car, or nuclear waste. We abstract from that aspect and
assume free disposal—that if you have goods that you don’t want to consume,
you can dispose of them for free. Therefore all prices are nonnegative. The
vector p = (p1, . . . , pL) ∈ RL

+ is called the price vector, or simply the price.

Each agent faces a budget. If agent i is endowed with ei ∈ RL
+, then he has

eil of good l. If he sells at price pl, he gets pleil units of account. Therefore by
selling all of his endowment, he gets wealth

wi =

L∑
l=1

pleil = p · ei,

which is the inner product of price p and endowment ei. The inner product
is also denoted by ⟨p, ei⟩ (common notation in mathematics) or p′ei (common
notation in econometrics and statistics).

If agent i wishes to consume the bundle x = (x1, . . . , xL)
′ ∈ RL

+, he must
spend plxl units of account on good l. Therefore his total expenditure is

L∑
l=1

plxl = p · x,

again an inner product. A bundle x is said to be affordable, or budget feasible,
if

p · x ≤ p · ei ⇐⇒ p · (x− ei) ≤ 0,

that is, total expenditure is less than or equal to wealth. The set of all affordable
bundles for agent i,

Bi(p) =
{
x ∈ RL

+

∣∣ p · (x− ei) ≤ 0
}
,

is called the budget set (Figure 1.1). Note that if t > 0, then Bi(tp) = Bi(p), so
the budget set is homogeneous of degree 0 in price. In words, it says that it does
not matter how we quote the price, in dollar, yen, gold, or whatever else. All
that matter is the relative price between goods. Money plays no role in general
equilibrium theory, at least in the basic Arrow-Debreu world. This property is
known as the neutrality of money.

Objective of agents and equilibrium Agents are assumed to be rational
and selfish, like an economics professor. Furthermore, agents are considered
“small” compared to the whole economy and therefore we assume that they
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x1

x2

O

Bi(p)

p

(ei1, ei2)

Figure 1.1: Budget set.

take price as given. Thus the objective of agents is to maximize utility subject
to the budget constraint. Mathematically, agent i solves

maximize ui(x)

subject to x ∈ Bi(p),

which is a constrained maximization problem.
Now we can define an equilibrium of the economy.

Definition 1.2. A competitive equilibrium (also known as Walrasian equilib-
rium5 or Arrow-Debreu equilibrium) {p, (xi)} consists of a price vector p ∈ RL

+

and an allocation (xi) ⊂ RL
+ such that

(i) (Agent optimization) for each i, xi solves the utility maximization prob-
lem, that is, xi ∈ Bi(p) and

x ∈ Bi(p) =⇒ ui(xi) ≥ ui(x),

(ii) (Market clearing) the allocation is feasible, that is,

I∑
i=1

xi ≤
I∑

i=1

ei.

The idea of an equilibrium is as follows. A price p is quoted. Given the price,
agents maximize utility and demand consumption bundles. If their demand is
feasible, that is, for each good the total demand (aggregate demand) is less
than or equal to the total endowment (aggregate endowment), then we say that
the quoted price p and the resulting demand constitute an equilibrium. If the
aggregate demand is not feasible, by definition there is at least one good in excess
demand, and the price of that good is likely to rise. Thus an “equilibrium” is

5After Léon Walras (http://en.wikipedia.org/wiki/Leon_Walras), who proposed the
concept. Arrow and Debreu (1954) provided the first rigorous proof of the existence of an
equilibrium.

http://en.wikipedia.org/wiki/Leon_Walras
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so called in the sense that there is no tendency for prices to move away from
that point.

As soon as we define an equilibrium, a few fundamental questions arise.
First, does an equilibrium always exist? The answer is yes, under reasonable
assumptions. I will come back to this issue in Chapter 6. Second, is an equi-
librium unique? The answer is no, and in general the best we can prove is
that there are only a finite number of equilibria. I will come back to this issue
in Chapter 7. Third, how does an economy get to an equilibrium? This is a
difficult question which I will not discuss further.

1.3 Examples

1.3.1 Two agent Cobb-Douglas economy

Consider an economy with two agents and two goods (a two-good, two-agent
economy is often called an Edgeworth box economy). Agents 1 and 2 have utility
functions

u1(x1, x2) =
2

3
log x1 +

1

3
log x2,

u2(x1, x2) =
1

3
log x1 +

2

3
log x2,

respectively. Thus agent 1 values good 1 more and vice versa. The initial
endowment is e1 = e2 = (3, 3), so both agents start with 3 units of each good.
Let’s compute the equilibrium.

Both agents have a Cobb-Douglas utility function. Since it shows up so often,
it is useful to derive a general formula. Consider the maximization problem

maximize α log x1 + (1− α) log x2

subject to p1x1 + p2x2 ≤ w,

where x1, x2 are consumption of goods 1 and 2, p1, p2 are prices of goods 1 and
2, α > 0 is a parameter (α = 2/3 for agent 1 and α = 1/3 for agent 2), and w
is wealth. The Lagrangian of this problem is

L(x1, x2, λ) = α log x1 + (1− α) log x2 + λ(w − p1x1 − p2x2).

The first-order conditions are

∂L

∂x1
=

α

x1
− λp1 = 0 ⇐⇒ x1 =

α

λp1
,

∂L

∂x2
=

1− α

x2
− λp2 = 0 ⇐⇒ x2 =

1− α

λp2
.

By the budget constraint (complementary slackness), we have

w = p1x1 + p2x2 =
α

λ
+

1− α

λ
⇐⇒ λ =

1

w
.

Therefore the demand is

(x1, x2) =

(
αw

p1
,
(1− α)w

p2

)
.
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Now we put all pieces together. Substituting α = 2/3 and w = 3p1 + 3p2,
the demand of agent 1 is

(x11, x12) =

(
2p1 + 2p2

p1
,
p1 + p2

p2

)
.

Substituting α = 1/3 and w = 3p1 + 3p2, the demand of agent 2 is

(x21, x22) =

(
p1 + p2

p1
,
2p1 + 2p2

p2

)
.

By market clearing for good 1 with equality (see Theorem 3.4 for a rigorous
discussion), we get

x11 + x21 = e11 + e21 ⇐⇒ 2p1 + 2p2
p1

+
p1 + p2

p1
= 3 + 3

⇐⇒ 3(p1 + p2) = 6p1 ⇐⇒ p1 = p2.

(We obtain the same relation if we invoke market clearing for good 2.) Substi-
tuting the price into agents’ demand, the equilibrium is

{(p1, p2), ((x11, x12), (x21, x22))} = {(t, t), ((4, 2), (2, 4))} ,

where t > 0 is arbitrary. The outcome is quite natural. Since agent 1 values
good 1 more and agents are equally rich, agent 1 ends up buying good 1 and
selling good 2. The reason why the equilibrium price level is indeterminate is
due to the neutrality of money. However, the relative price of the two goods is
determinate. In this case, p2/p1 = 1.

1.3.2 Interest rate

Recall that goods must be distinguished not just by physical properties but also
by time, location, and states of the world. The next example shows how we can
apply general equilibrium theory to derive implications for the interest rate.

Consider an economy consisting of two periods denoted by t = 0, 1. In
each period, there is a single perishable good (e.g., raw fish). For simplicity,
assume that there is only one agent (or many identical agents) with endowment
e = (e0, e1) and utility function

u(x0, x1) = log x0 + β log x1,

where β > 0 is called the discount factor. When β is large, the agent puts more
weight on the future, so he is patient. The agent is impatient when β is small.

Let the prices of the goods be p0 = 1 and p1 = p. In this case, all markets
open at t = 0. Here p0 is the spot price of the good at t = 0 and p1 is the price
of one future contract to have one unit of good delivered at t = 1. (Imagine
that the goods are wheat, corn, or coffee beans, and the agents are trading in
the spot market as well as in commodity futures.)

In order to apply the Cobb-Douglas formula, the weights on the goods must
sum to 1. Therefore instead of the utility function given above, we can use

v(x0, x1) =
1

1 + β
log x0 +

β

1 + β
log x1,
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which is a monotonic transformation of u (by dividing it by 1 + β). Using the
Cobb-Douglas formula for α = 1

1+β , the demand is

(x0, x1) =

(
1

1 + β

e0 + pe1
1

,
β

1 + β

e0 + pe1
p

)
.

The supply is (e0, e1). Setting the demand equal to supply, the equilibrium price
is

x0 = e0 ⇐⇒ 1

1 + β

e0 + pe1
1

= e0 ⇐⇒ p = β
e0
e1

.

As an application, let us compute the interest rate in this economy. If the
net interest rate is r, when you save $1 it grows to $(1 + r) at the end of the
period. Here we are interested in the real interest rate: how much good you can
get at t = 1 by forgoing one unit of good at t = 0. By the definition of the real
interest rate, in order to get one unit of good at t = 1, you must save 1

1+r unit
of good at t = 0. Alternatively, in order to get one unit of good at t = 1, you
can just buy one unit of futures contract, whose price is p. Therefore it must
be the case that

1

1 + r
= p ⇐⇒ 1 + r =

1

p
=

1

β

e1
e0

.

This formula tells us that the interest rate is high when people are impatient (low
β) or the economy grows fast (high e1/e0). Although this model is very simple,
we can already see how general equilibrium theory serves as the foundation of
applied fields.



Chapter 2

Convex analysis and convex
programming

2.1 Convex sets

A set C ⊂ RN is said to be convex if the line segment generated by any two
points in C is entirely contained in C. Formally, C is convex if x, y ∈ C implies
(1−α)x+αy ∈ C for all α ∈ [0, 1] (Figure 2.1). So a circle, triangle, and square
are convex but a star-shape is not (Figure 2.2). One of my favorite mathematical
jokes is that the Chinese character for “convex” is not convex (Figure 2.3).

x

y

(1− α)x+ αy

Figure 2.1: Definition of a convex set.

2.2 Separation of convex sets

You should know from high school that the equation of a line in R2 is

a1x1 + a2x2 = c

for some real numbers a1, a2, c, and that the equation of a plane in R3 is

a1x1 + a2x2 + a3x3 = c.

Letting a = (a1, . . . , aN ) and x = (x1, . . . , xN ) be vectors in RN , the equation
⟨a, x⟩ = c is a line if N = 2 and a plane if N = 3, where

⟨a, x⟩ = a1x1 + · · ·+ aNxN

9
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Rectangle Circle Ellipse Convex

Convex

Non-convex

Figure 2.2: Examples of convex and non-convex sets.

Figure 2.3: Chinese character for “convex” is not convex.

is the inner product of the vectors a and x.1 In general, we say that the set{
x ∈ RN

∣∣ ⟨a, x⟩ = c
}

is a hyperplane if a ̸= 0. The vector a is orthogonal to this hyperplane (is
a normal vector). To see this, let x0 be a point in the hyperplane. Since
⟨a, x0⟩ = c, by subtraction and linearity of inner product we get ⟨a, x− x0⟩ = 0.
This means that the vector a is orthogonal to the vector x−x0, which can point
to any direction in the plane by moving x. So it makes sense to say that a is
orthogonal to the hyperplane ⟨a, x⟩ = c. The sets

H+ =
{
x ∈ RN

∣∣ ⟨a, x⟩ ≥ c
}
,

H− =
{
x ∈ RN

∣∣ ⟨a, x⟩ ≤ c
}

are called half spaces, since H+ (H−) is the portion of RN separated by the
hyperplane ⟨a, x⟩ = c towards the direction of a (−a). Hyperplanes and half
spaces are convex sets (exercise).

Let A,B be two sets. We say that the hyperplane ⟨a, x⟩ = c separates A,B
if A ⊂ H− and B ⊂ H+ (Figure 2.4), that is,

x ∈ A =⇒ ⟨a, x⟩ ≤ c,

x ∈ B =⇒ ⟨a, x⟩ ≥ c.

(The inequalities may be reversed.)

1The inner product is sometimes called the vector product or the dot product. Common
notations for the inner product are ⟨a, x⟩, (a, x), a · x, etc.
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A

B

H−

H+

⟨a, x⟩ = c

a

Figure 2.4: Separation of convex sets.

Clearly A,B can be separated if and only if

sup
x∈A

⟨a, x⟩ ≤ inf
x∈B

⟨a, x⟩ ,

since we can take c between these two numbers. We say that A,B can be strictly
separated if the inequality is strict, so

sup
x∈A

⟨a, x⟩ < inf
x∈B

⟨a, x⟩ .

The remarkable property of convex sets is the following separation property.

Theorem 2.1 (Separating Hyperplane Theorem). Let C,D ⊂ RN be nonempty
and convex. If C ∩D = ∅, then there exists a hyperplane that separates C,D. If
C,D are closed and one of them is compact, then they can be strictly separated.

We need the following lemma to prove Theorem 2.1.

Lemma 2.2. Let C be nonempty and convex. Then any x ∈ RN has a unique
closest point PC(x) ∈ clC, called the projection of x on clC. Furthermore, for
any z ∈ C we have

⟨x− PC(x), z − PC(x)⟩ ≤ 0.

Proof. Let δ = inf {∥x− y∥ | y ∈ C} ≥ 0 be the distance from x to C (Figure
2.5).

Take a sequence {yk} ⊂ C such that ∥x− yk∥ → δ. Then by simple algebra
we get

∥yk − yl∥2 = 2 ∥x− yk∥2 + 2 ∥x− yl∥2 − 4

∥∥∥∥x− 1

2
(yk + yl)

∥∥∥∥2 . (2.1)

Since C is convex, we have 1
2 (yk + yl) ∈ C, so by the definition of δ we get

∥yk − yl∥2 ≤ 2 ∥x− yk∥2 + 2 ∥x− yl∥2 − 4δ2 → 2δ2 + 2δ2 − 4δ2 = 0

as k, l → ∞. Since {yk} ⊂ C is Cauchy, it converges to some point y ∈ clC.
Then

∥x− y∥ ≤ ∥x− yk∥+ ∥yk − y∥ → δ + 0 = δ,
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δ

x

y = PC(x)

z

C

Figure 2.5: Projection on a convex set.

so y is the closest point to x in clC. If y1, y2 are two closest points, then by the
same argument we get

∥y1 − y2∥2 ≤ 2 ∥x− y1∥2 + 2 ∥x− y2∥2 − 4δ2 ≤ 0,

so y1 = y2. Thus y = PC(x) is unique.
Finally, let z ∈ C be any point. Take {yk} ⊂ C such that yk → y = PC(x).

Since C is convex, for any 0 < α ≤ 1 we have (1− α)yk + αz ∈ C. Therefore

δ2 = ∥x− y∥2 ≤ ∥x− (1− α)yk − αz∥2 .

Letting k → ∞ we get ∥x− y∥2 ≤ ∥x− y − α(z − y)∥2. Expanding both sides,
dividing by α > 0, and letting α → 0, we get ⟨x− y, z − y⟩ ≤ 0, which is the
desired inequality.

The following proposition shows that a point that is not an interior point of
a convex C can be separated from C.

Proposition 2.3. Let C ⊂ RN be nonempty and convex and x̄ /∈ intC. Then
there exists a hyperplane ⟨a, x⟩ = c that separates x̄ and C, i.e.,

⟨a, x̄⟩ ≥ c ≥ ⟨a, z⟩

for any z ∈ C. If x̄ /∈ clC, then the above inequalities can be made strict.

Proof. Suppose that x̄ /∈ clC. Let y = PC(x̄) be the projection of x̄ on clC.

Then x̄ ̸= y. Let a = x̄− y ̸= 0 and c = ⟨a, y⟩+ 1
2 ∥a∥

2
. Then for any z ∈ C we

have

⟨x̄− y, z − y⟩ ≤ 0 =⇒ ⟨a, z⟩ ≤ ⟨a, y⟩ < ⟨a, y⟩+ 1

2
∥a∥2 = c,

⟨a, x̄⟩ − c = ⟨x̄− y, x̄− y⟩ − 1

2
∥a∥2 =

1

2
∥a∥2 > 0 ⇐⇒ ⟨a, x̄⟩ > c.

Therefore the hyperplane ⟨a, x⟩ = c strictly separates x̄ and C.
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If x̄ ∈ clC, since x̄ /∈ intC we can take a sequence {xk} such that xk /∈ clC
and xk → x̄. Then we can find a vector ak ̸= 0 and a number ck ∈ R such that

⟨ak, xk⟩ ≥ ck ≥ ⟨ak, z⟩

for all z ∈ C. By dividing both sides by ∥ak∥ ≠ 0, without loss of generality we
may assume ∥ak∥ = 1. Since xk → x̄, the sequence {ck} is bounded. Therefore
we can find a convergent subsequence (akl

, ckl
) → (a, c). Letting l → ∞, we get

⟨a, x̄⟩ ≥ c ≥ ⟨a, z⟩

for any z ∈ C.

Proof of Theorem 2.1. Let E = C −D = {x− y |x ∈ C, y ∈ D}. Since C,D
are nonempty and convex, so is E. Since C ∩ D = ∅, we have 0 /∈ E. In
particular, 0 /∈ intE. By Proposition 2.3, there exists a ̸= 0 such that ⟨a, 0⟩ =
0 ≥ ⟨a, z⟩ for all z ∈ E. By the definition of E, we have

⟨a, x− y⟩ ≤ 0 ⇐⇒ ⟨a, x⟩ ≤ ⟨a, y⟩

for any x ∈ C and y ∈ D. Letting supx∈C ⟨a, x⟩ ≤ c ≤ infy∈D ⟨a, y⟩, it follows
that the hyperplane ⟨a, x⟩ = c separates C and D.

Suppose that C is closed and D is compact. Let us show that E = C −D
is closed. For this purpose, suppose that {zk} ⊂ E and zk → z. Then we can
take {xk} ⊂ C, {yk} ⊂ D such that zk = xk − yk. Since D is compact, there is
a subsequence such that ykl

→ y ∈ D. Then xkl
= ykl

+ zkl
→ y + z, but since

C is closed, x = y + z ∈ C. Therefore z = x− y ∈ E, so E is closed.
Since E = C −D is closed and 0 /∈ E, by Proposition 2.3 there exists a ̸= 0

such that ⟨a, 0⟩ = 0 > ⟨a, z⟩ for all z ∈ E. The rest of the proof is similar.

2.3 Convex programming

Let f : RN → [−∞,∞] be a function. The set

epi f :=
{
(x, y) ∈ RN × R

∣∣ f(x) ≤ y
}

is called the epigraph of f , for the obvious reason that epi f is the set of points
that lie on or above the graph of f . f is said to be convex if epi f is convex. f
is convex if and only if for any x1, x2 ∈ RN and α ∈ [0, 1] we have (exercise)

f((1− α)x1 + αx2) ≤ (1− α)f(x1) + αf(x2).

This inequality is often used as the definition of a convex function. When this
inequality is strict whenever x1 ̸= x2 and 0 < α < 1, then f is said to be strictly
convex.

Another useful but weaker concept is quasi-convexity. The set

Lf (y) =
{
x ∈ RN

∣∣ f(x) ≤ y
}

is called the lower contour set of f at level y. f is said to be quasi-convex
if all lower contour sets are convex. f is quasi-convex if and only if for any
x1, x2 ∈ RN and α ∈ [0, 1] we have (exercise)

f((1− α)x1 + αx2) ≤ max {f(x1), f(x2)} .
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Again if the inequality is strict whenever x1 ̸= x2 and 0 < α < 1, then f is said
to be strictly quasi-convex.

f is said to be concave if −f is convex, that is, f is a convex function flipped
up side down. The definition for strict concavity or quasi-concavity is similar.

In economics, we often encounter constrained optimization problems of the
form

maximize f(x)

subject to gk(x) ≥ 0, (k = 1, . . . ,K) (2.2)

where f is the objective function and gk(x) ≥ 0 is a constraint. For instance,
the utility maximization problem

maximize ui(x)

subject to x ∈ Bi(p)

fits into this form by letting f(x) = ui(x), gl(x) = xl (l = 1, . . . , L), gL+1(x) =
p · (ei − x), and setting K = L+ 1.

There is a procedure to solve such constrained maximization problems,
known as the Karush-Kuhn-Tucker (KKT) theorem. Remember from calcu-
lus that the vector of partial derivatives,

∇f(x) =

[
∂f

∂x1
, . . . ,

∂f

∂xN

]′
,

is called the gradient of f .

Theorem 2.4 (Karush-Kuhn-Tucker for concave functions). Let f, gk’s be con-
cave and differentiable.

(i) If x̄ is a solution to the optimization problem (2.2) and there exists a point
x0 such that gk(x0) > 0 for all k, then there exists λ = (λ1, . . . , λK) ∈ RK

+

such that

∇f(x̄) +

K∑
k=1

λk∇gk(x̄) = 0, (2.3a)

(∀k) λk ≥ 0, gk(x̄) ≥ 0, λkgk(x̄) = 0. (2.3b)

(ii) Conversely, if x̄ and λ satisfy (2.3), then x̄ is a solution to (2.2).

The condition that there exists a point x0 such that gk(x0) > 0 for all k
is called the Slater constraint qualification. The vector λ ∈ RK

+ is called the
Lagrange multiplier. The conditions (2.3a) and (2.3b) are called the first-order
condition and the complementary slackness condition, and jointly the Karush-
Kuhn-Tucker (KKT) conditions. The KKT theorem says that if the constraint
qualification holds, then a solution satisfies the KKT conditions. Conversely,
if a point satisfies the KKT conditions, then it is a solution (regardless of the
constraint qualification). The proof of the KKT theorem is not so simple, so
refer to my lecture notes for Math Camp (Econ 205)2 if you are interested.

2https://alexisakira.github.io/teaching/mathcamp

https://alexisakira.github.io/teaching/mathcamp
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There is also a version of the KKT theorem when the functions f and gk’s are
only quasi-concave. When f, gk’s are only differentiable, the KKT conditions
are necessary for optimality under some regularity condition, but not sufficient.

The KKT theorem implies that we can solve the optimization problem (2.2)
by following the steps below.

Step 1. Verify the Slater constraint qualification.

Step 2. Define the Lagrangian by

L(x, λ) = f(x) +

K∑
k=1

λkgk(x).

Step 3. Derive the first-order condition (2.3a) (which is ∂L/∂xn = 0 for all n) and
the complementary slackness condition (2.3b).

Step 4. Solve these N+K equations in N+K unknowns (x ∈ RN and λ ∈ RK). If
there is a solution, x̄ is a solution to (2.2). Otherwise, there is no solution.

In economic applications, the constraint functions gk are often linear (more
precisely, affine), meaning that gk(x) = ⟨ak, x⟩ − bk for some vector ak and
number bk. The utility maximization problem is such an example (exercise).
In that case, we can dispose of the constraint qualification, as the following
theorem shows. (Proof in Econ 172B lecture notes.)

Theorem 2.5 (Karush-Kuhn-Tucker with linear constraints). Let f be concave
and gk’s linear. Then x̄ is a solution to the optimization problem (2.2) if and
only if there exists λ = (λ1, . . . , λK) ∈ RK

+ such that the KKT conditions (2.3)
hold.

Now consider the utility maximization problem. If we want to apply the
KKT theorem literally, we need to set up L + 1 Lagrange multipliers—one for
the budget constraint and L for the nonnegativity constraints.3 Oftentimes, the
nonnegativity constraints are not binding (they are strict inequalities), in which
case we know that the Lagrange multipliers must be zero by complementary
slackness. A well-known case is the following Inada condition.4

Inada condition. We say that u satisfies the Inada condition for good l if

lim
xl→+0

∂ui(x)

∂xl
= ∞.

If the Inada condition holds, a consumer will never want to consume nothing
of one good, because he can increase his utility by consuming a tiny bit of that
good and reducing other goods to satisfy the budget constraint. Here is the
formal statement.

Proposition 2.6. Suppose that the utility function ui is continuous on RL
+,

differentiable on RL
++, and the partial derivatives ∂ui/∂xl are bounded from

below. Suppose that p ≫ 0 and xi is the solution to the utility maximization
problem. If the Inada condition is satisfied for good l, then xil > 0.

3By the way, the letter “L” has many roles—the number of goods, the lower contour set,
and the Lagrangian—but the meaning should be clear from the context.

4http://en.wikipedia.org/wiki/Inada_conditions lists more conditions.

http://en.wikipedia.org/wiki/Inada_conditions
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Proof. Take a vector d ∈ RL such that dl > 0 whenever xil = 0 and p·(xi+td) ≤
w for sufficiently small t > 0. (There are many such examples: if xi = 0, just
take d = (1, . . . , 1)′; if xil′ > 0 for some l′, take dl′ = −1 and dl = ϵ > 0 for all
l ̸= l′ for sufficiently small ϵ > 0.)

Suppose to the contrary that the Inada condition holds for good l but xil = 0.
By construction, we have dl > 0. By the mean value theorem, there exists
θ ∈ (0, 1) such that

ui(xi + td)− ui(xi) = ∇ui(xi + θtd) · (td)

⇐⇒ ui(xi + td)− ui(xi)

t
= ∇ui(xi + θtd) · d.

Since the partial derivatives are bounded below (say by −M < 0), it follows
that

ui(xi + td)− ui(xi)

t
≥ −M

∑
l′ ̸=l

|dl|+
∂ui(xi + θtd)

∂xl
dl → ∞

as t → 0 by the Inada condition and dl > 0. Therefore for sufficiently small
t > 0, we have ui(xi + td) > ui(xi). Since by construction p · (xi + td) ≤ w,
the bundle xi + td is affordable and gives higher utility than xi, which is a
contradiction. Therefore xil > 0.

Therefore the nonnegativity constraints do not bind, and we obtain the
following corollary.

Corollary 2.7. Assume that the utility function ui is concave, differentiable,
and satisfies the Inada condition for all goods. If xi is the solution to the utility
maximization problem, then there exists λ ≥ 0 such that

∂ui(xi)

∂xl
= λpl

for all l.

Proof. By the Inada condition, the nonnegativity constraints do not bind. There-
fore the Lagrangian is

L(x, λ) = ui(x) + λ(w − p · x),

where w = p·ei. The first-order condition with respect to xl is
∂ui(xi)

∂xl
= λpl.

Example 2.1 (Cobb-Douglas utility). Consider the Cobb-Douglas utility func-
tion

u(x) =

L∑
l=1

αl log xl,

where αl > 0 and
∑L

l=1 αl = 1. Let us compute the demand. u(x) is concave
since it is the weighted sum of concave functions log xl. Furthermore, ∂u/∂xl =
αl/xl → ∞ as xl → 0, so it satisfies the Inada condition.

Let

L(x, λ) =

L∑
l=1

αl log xl + λ(w − p · x)
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be the Lagrangian. The first-order condition with respect to xl is

0 =
∂L

∂xl
=

αl

xl
− λpl ⇐⇒ xl =

αl

λpl
.

(Note that if λ = 0, then αl/xl = 0, which is a contradiction since αl > 0.) The
complementary slackness condition is

0 = λ(w − p · x) = λw − 1 ⇐⇒ λ =
1

w
.

Therefore
xl =

αl

λpl
=

αlw

pl
,

which is the usual Cobb-Douglas formula.
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Chapter 3

Walras law

3.1 How to solve for equilibrium

In the examples in Section 1.3, we were able to compute the equilibrium by
invoking market clearing (with equality) for only one good. Does this generalize?
The answer is yes, most of the time.

To answer this question, we need some definitions. A utility function u :
RL

+ → R is said to be

strongly monotonic if y > x implies u(y) > u(x),

weakly monotonic if y ≥ x implies u(y) ≥ u(x) and y ≫ x implies u(y) >
u(x), and

locally nonsatiated if for any x and any ϵ > 0, there exists y such that
∥y − x∥ < ϵ and u(y) > u(x).

Strong monotonicity says that you are better off if you consume more of any
good. Real people are not like that (think of eating another hamburger after
having eaten 10 hamburgers). Weak monotonicity says that you are better off
if you consume strictly more of all goods. This is a good assumption if goods
are “good” (i.e., no garbage). Local nonsatiation says that for any consumption
bundle, you can find an arbitrarily close bundle with which you are better off.
This assumption holds even if there is garbage. It is not difficult to prove that
strong monotonicity implies weak monotonicity, which implies local nonsatia-
tion.

The following proposition shows that an agent with locally nonsatiated util-
ity function spends all his income.

Proposition 3.1. Let u : RL
+ → R be a locally nonsatiated utility function and

x(p, w) be a solution to the utility maximization problem

maximize u(x)

subject to p · x ≤ w, x ∈ RL
+.

Then p · x(p, w) = w.

19
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Proof. Let x = x(p, w). Assume that p · x < w and let ϵ = w−p·x
∥p∥ > 0. By local

nonsatiation, there exists x′ such that ∥x′ − x∥ < ϵ and u(x′) > u(x). By the
Cauchy-Schwarz inequality, we get

p · x′ = p · x+ p · (x′ − x) ≤ p · x+ ∥p∥ ∥x′ − x∥
< p · x+ ∥p∥ ϵ = w,

so x′ is affordable. But this contradicts the optimality of x in the budget set.
Therefore p · x = w.

By Proposition 3.1, we immediately obtain the following corollary.

Corollary 3.2 (Walras law). Let E = {I, (ei), (ui)} be an Arrow-Debreu econ-
omy with locally nonsatiated utilities. Let xi(p, p · ei) be the demand of agent i
with wealth wi = p · ei and

z(p) =
I∑

i=1

(xi(p, p · ei)− ei)

be the aggregate excess demand. Then p · z(p) = 0.

Proof. Let wi = p · ei. By Proposition 3.1, we have p · xi(p, wi) = wi ⇐⇒
p · (xi(p, p · ei)− ei) = 0. Summing this equation over i yields p · z(p) = 0.

The following proposition shows that in equilibrium, prices are nonnegative
and a good in excess supply must be free.

Proposition 3.3. Let E = {I, (ei), (ui)} be an economy with locally nonsatiated
utilities and {p, (xi)} be a Walrasian equilibrium. Then pl ≥ 0 and

pl

I∑
i=1

(xil − eil) = 0

for all l. In particular, pl = 0 if
∑I

i=1(xil − eil) < 0.

Proof. Suppose pl < 0 for some l. By buying ϵ > 0 of good l and then throwing
it away, an agent pays plϵ < 0 so receives −plϵ > 0 units of account. Since
agents have locally nonsatiated utility functions, the agent can spend this extra
income on goods and increase utility, which contradicts utility maximization.
Therefore pl ≥ 0 for all l. Since {p, (xi)} is a Walrasian equilibrium, we have∑I

i=1(xil − eil) ≤ 0 for all l, so pl
∑I

i=1(xil − eil) ≤ 0. If pl
∑I

i=1(xil − eil) < 0
for some l, adding across l we obtain

0 >

L∑
l=1

pl

I∑
i=1

(xil − eil) =

I∑
i=1

L∑
l=1

pl(xil − eil) =

I∑
i=1

p · (xi − ei) = 0

by Walras law, which is a contradiction.

The following theorem shows that we can solve for the equilibrium by clearing
all but one markets because the other market automatically clears.
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Theorem 3.4. Let E = {I, (ei), (ui)} be an economy with locally nonsatiated
utilities. Assume that at least one agent has a strongly monotonic preference.
Let xi be the demand of agent i (solution of utility maximization problem) given
price p. Then {p, (xi)} is an equilibrium if and only if

I∑
i=1

(xil − eil) = 0

for l = 1, . . . , L− 1.

Proof. If {p, (xi)} is an equilibrium, by Proposition 3.3, we have pl
∑I

i=1(xil −
eil) = 0 for all l. If pl = 0, the agent with strongly monotonic preferences will
demand an infinite amount of good l, which violates market clearing. Therefore
pl > 0 and

∑I
i=1(xil − eil) = 0 for all l.

Conversely, suppose
∑I

i=1(xil − eil) = 0 for l = 1, . . . , L− 1. By the Walras
law, we obtain

0 = p ·
I∑

i=1

(xi − ei) =

L∑
l=1

pl

I∑
i=1

(xil − eil) = pL

I∑
i=1

(xiL − eiL).

If pL = 0, the agent with strongly monotonic preferences will demand an infinite
amount of good L, which contradicts the assumption that a solution exists.
Therefore pL > 0 and

∑I
i=1(xiL − eiL) = 0, so {p, (xi)} is an equilibrium.

In most applications, agents have strongly monotonic preferences. There-
fore if an equilibrium exists, prices must be positive, and all markets must clear
with no excess supply. But the previous corollary says that if all but one mar-
kets clear, so does the other one. Therefore we can do as follows to find the
equilibrium.

Step 1. For each agent i, solve the utility maximization problem

maximize ui(x)

subject to p · x ≤ w.

Let xi(p, w) be the solution.

Step 2. Set p1 = 1, w = p · ei, and solve the system of L − 1 equations in L − 1
unknowns (p2, . . . , pL),

I∑
i=1

(xil(p, p · ei)− eil) = 0, (l = 1, . . . , L− 1).

Of course, by the neutrality of money the price level is indeterminate. Therefore
without loss of generality we can fix one price, say p1 = 1.

3.2 Production economy

So far, we have studied an exchange economy, where agents are endowed with
goods and exchange them through markets. In the real world there is produc-
tion, which we model in this section.
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At the most abstract level, a technology (production possibility) is just mod-
eled as a subset Y of the commodity space RL. Let y = (y1, . . . , yL) ∈ Y . By
convention, good l is an input if yl < 0 and is an output if yl > 0. For instance,
if L = 2 and y = (−2, 1) ∈ Y , it means that we can produce one unit of good 2
from two units of good 1. Similarly if L = 3 and y = (−2,−3, 1) ∈ Y , we can
produce one unit of good 3 from two units of good 1 and three units of good 2.

Firms are indexed by j = J ∈ {1, . . . , J}. Firm j is characterized by a
production possibility set Yj ⊂ RL. If firm j chooses a production plan y ∈ Yj

when the price vector is p, its profit is

revenue− cost =
∑

l:yl>0

plyl −
∑

l:yl<0

pl(−yl) =

L∑
l=1

plyl = p · y,

simply the inner product of the price and the input-output vector.
The firm’s profit must go somewhere. In an Arrow-Debreu model, we as-

sume that consumers are shareholders and the profit goes to the shareholders
according to the ownership share. Let θij ≥ 0 be the ownership share of agent

i in firm j. By definition,
∑I

i=1 θij = 1. We are led to the definition of a
production economy as follows.

Definition 3.5. An Arrow-Debreu economy with production

E = {I, J, (ei), (ui), (Yj), (θij)}

consists of the set of agents I = {1, . . . , I}, their endowments (ei) ⊂ RL
+ and

utility functions ui : RL
+ → R, the set of firms J = {1, . . . , J}, their production

possibility sets Yj ⊂ RL, and the ownership share of agents (θij), where θij ≥ 0

and
∑I

i=1 θij = 1.

If firm j chooses a production plan yj ∈ Yj , its profit is p · yj , and therefore
agent i receives the dividend θijp · yj . The budget constraint of agent i is thenx ∈ RL

+

∣∣∣∣∣∣ p · x ≤ p · ei +
J∑

j=1

θijp · yj

 .

Clearly agent i is better off the larger the profit is, because his budget will
increase and therefore he will have more choices. Therefore all agents agree
that firms should maximize their profits. Now we can define a competitive
equilibrium.

Definition 3.6. A competitive equilibrium (Arrow-Debreu or Walrasian equi-
librium)

{p, (xi), (yj)}
consists of a price vector p ∈ RL

+, an allocation (xi) ⊂ RL
+, and a production

plan (yj) ⊂ RL such that

(i) (Agent optimization) for each i, xi solves the utility maximization problem

maximize ui(x)

subject to p · x ≤ p · ei +
J∑

j=1

θijp · yj , x ≥ 0,
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(ii) (Profit maximization) for each j, yj solves the profit maximization problem

maximize p · y subject to y ∈ Yj ,

(iii) (Market clearing) the allocation is feasible, that is,

I∑
i=1

xi ≤
I∑

i=1

ei +

J∑
j=1

yj .

In the course we will mostly work with exchange economies since the math is
simpler, but occasionally treat production economies (especially in international
trade and finance).
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Chapter 4

Quasi-linear model

As we have seen in Section 3.1, finding the equilibrium is generally complicated
because (i) we need to solve as many constrained optimization problems as the
number of agents and then (ii) solve a system of nonlinear equations. In this
chapter we study a special class of economies (quasi-linear economies) for which
the computation of equilibrium is straightforward. Furthermore, the equilibrium
has a certain welfare property.

4.1 Quasi-linear utilities

We say that a utility function u defined on R× RL
+ is quasi-linear if u has the

form

u(x0, x1, . . . , xL) = x0 + ϕ(x1, . . . , xL) (4.1)

for some function ϕ : RL
+ → R. Here there is a special good 0, called the

numéraire (“unit of account” in French), that can be consumed in positive or
negative amounts. Note that the utility function is additively separable between
good 0 and the rest, and the good 0 part is linear (hence the name quasi-linear).
We can think of good 0 as money or gold. When agents have quasi-linear
utilities, we always normalize the price of the numéraire good to be 1.

The following proposition shows that computing the demand for quasi-linear
utility is relatively straightforward.

Proposition 4.1. Let ϕ : RL
+ → R. And p = (p1, . . . , pL) be the price vector of

the non-numéraire goods. Then the solution to the utility maximization problem

maximize x0 + ϕ(x)

subject to x0 + p · x ≤ w

is (x0, x) = (w − p · x(p), x(p)), where x(p) ∈ RL
+ solves

max
x

[ϕ(x)− p · x]. (4.2)

In particular, the demand for the non-numéraire goods are independent of the
wealth level w.
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Proof. Since a quasi-linear utility function is locally nonsatiated (because it is
strictly increasing in x0), by Proposition 3.1 the budget constraint holds with
equality, so x0 + p · x = w. Eliminating x0 from the objective function, the
utility maximization problem (UMP) is equivalent to

max
x

[ϕ(x) + w − p · x].

Since w is an additive constant, UMP reduces to (4.2). Letting x = x(p) be its
solution, it follows from the budget constraint that x0 = w − p · x(p).

Quasi-linear utility functions provide a formal justification of the partial
equilibrium analysis taught in undergraduate intermediate microeconomics. To
see this, suppose that u : R × RL

+ is the quasi-linear utility function (4.1), and
suppose in addition that it is additively separable:

ϕ(x) =

L∑
l=1

ϕl(xl),

where each ϕl : RL
+ is assumed to be differentiable and satisfies ϕ′

l > 0, ϕ′′
l < 0,

and the Inada condition ϕ′
l(0) = ∞, ϕ′

l(∞) = 0. Since the objective function in
(4.2) becomes additively separable as

ϕ(x)− p · x =

L∑
l=1

[ϕl(xl)− plxl],

to maximize it, it suffices to maximize it term-by-term. The first-order condition
for maximizing the l-th term is

ϕ′
l(xl)− pl = 0 ⇐⇒ xl = (ϕ′

l)
−1(pl).

Therefore the demand for good l depends only on its price, justifying partial
equilibrium analysis.

Although quasi-linear utilities are useful for some applications, they are not
realistic. As we can see from Proposition 4.1, as long as the price vector remains
the same, a quasi-linear agent consumes constant amounts of non-numéraire
goods, independent of his wealth. Hence the non-numéraire goods can be in-
terpreted as basic necessities such as diapers. This is unrealistic. In reality,
most people wear better clothes, eat better food, live in better places, and drive
better cars as they become richer.

4.2 Equilibrium in quasi-linear economies

We now study the implication of quasi-linear utilities for the equilibrium. Let
E = {I, (ei), (ui)} be an Arrow-Debreu economy. We say that E is a quasi-
linear economy if the commodity space is R× RL

+ and the utility functions are
quasi-linear, so

ui(x0, . . . , xL) = x0 + ϕi(x1, . . . , xL)

for some ϕi : RL
+ → R. The quasi-linear model is popular in applied work since

the equilibrium is usually unique and can be easily computed. For notational
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simplicity, let x = (x1, . . . , xL) ∈ RL
+. Then the utility function is ui(x0, x) =

x0 + ϕi(x). With a slight abuse of notation, the endowment vector is then
(ei0, ei). In a quasi-linear economy, agents are nonsatiated with the numéraire
good, so p0 > 0 in equilibrium. By the neutrality of money, without loss of
generality we may assume p0 = 1 by scaling the price level up or down. Let
p = (p1, . . . , pL) be the price vector of other goods. The following theorem
not only tells us how to compute the equilibrium, but also is a mathematical
formulation of Bentham’s “greatest happiness principle”:

[...] fundamental axiom, it is the greatest happiness of the greatest
number that is the measure of right and wrong.1

Theorem 4.2. Suppose that ϕi’s are continuous and concave on RL
+, differen-

tiable on RL
++, and satisfy the Inada condition. Then

{
(1, p), (xi0, xi)

I
i=1

}
is a

Walrasian equilibrium if and only if (xi)
I
i=1 solves the optimization problem

maximize

I∑
i=1

ϕi(yi)

subject to

I∑
i=1

(yi − ei) ≤ 0, (∀i)yi ≥ 0, (4.3)

p ∈ RL
+ is the corresponding Lagrange multiplier, and xi0 = ei0 + p · (ei − xi).

Furthermore, an equilibrium always exists, and is unique if all ϕi’s are strictly
concave.

Proof. Suppose that
{
(1, p), (xi0, xi)

I
i=1

}
is a Walrasian equilibrium. Then for

each i, (xi0, xi) solves the utility maximization problem

maximize yi0 + ϕi(yi)

subject to yi0 + p · yi ≤ ei0 + p · ei, yi ≥ 0.

Since agents like the numéraire good, by Proposition 3.1 the budget constraint
must hold with equality, so yi0+p·yi = ei0+p·ei. Solving for yi0 and substituting
into the utility function, it follows that xi0 = ei0 + p · (ei − xi) and xi solves

maximize ϕi(yi) + p · (ei − yi) + ei0

subject to yi ≥ 0. (4.4)

By the Inada condition, the nonnegativity constraint does not bind. Since ei0
is just a constant, dropping it and adding across i, it follows that (xi)

I
i=1 solves

maximize

I∑
i=1

[ϕi(yi) + p · (ei − yi)].

But this objective function is the Lagrangian of the optimization problem (4.3)
(with Lagrange multiplier p), so by the KKT theorem (xi)

I
i=1 solves (4.3).

Conversely, suppose that (xi)
I
i=1 solves (4.3). Let p be the Lagrange multi-

plier and
I∑

i=1

ϕi(yi) + p ·
I∑

i=1

(ei − yi)

1http://en.wikipedia.org/wiki/Jeremy_Bentham

http://en.wikipedia.org/wiki/Jeremy_Bentham
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be the Lagrangian. By the first-order condition with respect to yi, we get

∇ϕi(xi) = p.

But this is the first-order condition of (4.4) (where yi ≥ 0 is not binding).
Letting xi0 = ei0 + p · (ei − xi), by the KKT theorem (xi0, xi) solves the utility

maximization problem. Since
∑I

i=1(xi − ei) ≤ 0, markets for goods 1, . . . , L

clear. Since p ·
∑I

i=1(xi − ei) = 0 by complementary slackness, it follows that∑I
i=1(xi0 − ei0) = 0, so the market for the numéraire good clears. Therefore{
(1, p), (xi0, xi)

I
i=1

}
is a Walrasian equilibrium.

Since ϕi’s are continuous and the constraint set in (4.3) is compact, the
optimization problem (4.3) has a solution. Therefore an equilibrium always

exists. Finally, if all ϕi’s are strictly concave, so is
∑I

i=1 ϕi, so the solution is
unique.

The equilibrium existence (and uniqueness) theorem for a quasi-linear econ-
omy is simple and elegant: all we need to do is to add (the non-numéraire part
of) individual utilities and maximize it, which is the mathematical formulation
of Bentham’s greatest happiness principle.



Chapter 5

Welfare properties of
equilibrium

In this chapter we ask whether the market mechanism is desirable in some sense.
To answer the question, we must first define what is “desirable”. The minimal
requirement is Pareto efficiency.

5.1 Pareto efficiency

Let E = {I, (ei), (ui)} be an Arrow-Debreu economy. An allocation (xi)
I
i=1

is said to be feasible if aggregate demand is less than or equal to aggregate
endowment, that is,

I∑
i=1

xi ≤
I∑

i=1

ei.

By having the inequality, we are allowing agents to throw away unnecessary
goods for free. This property is called free disposal. Of course in the real world
it costs something to get rid of garbage, a junk car, or nuclear waste, but this
is a simplification.

Let x = (xi)
I
i=1 and y = (yi)

I
i=1 be two potential allocations. We would like

to compare these two allocations and determine which is more socially desirable.
One problem is that people have different opinions and it is difficult to agree.
Hence we give up comparing any two allocations, and rank two allocations only
when we get to unanimous consent, which leads to the definition of Pareto
dominance.

Definition 5.1 (Pareto dominance). An allocation (yi) Pareto dominates the
allocation (xi) if ui(yi) ≥ ui(xi) for all i and ui(yi) > ui(xi) for some i.

That is, an allocation Pareto dominates another if everybody is as well off
and at least somebody is better off. We say that (yi) weakly Pareto dominates
(xi) if ui(yi) ≥ ui(xi) for all i (without requiring a strict inequality). Similarly,
we say that (yi) strictly Pareto dominates (xi) if ui(yi) > ui(xi) for all i.

We now define the concept of Pareto efficiency. We say that an allocation
(xi) is Pareto inefficient if it is dominated by another feasible allocation (yi).
Otherwise, we say that it is efficient.

29
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Definition 5.2 (Pareto efficiency). Let E = {I, (ei), (ui)} be an Arrow-Debreu
economy. A feasible allocation (xi) is said to be Pareto efficient, or just efficient,
if there is no other feasible allocation (yi) that Pareto dominates it.

That is, an allocation is efficient if you cannot make somebody better off
without hurting somebody else. Pareto efficiency is sometimes called Pareto
optimality. The concept of Pareto efficiency is named after Vilfredo Pareto.1

Pareto efficiency is a minimal requirement for “social good”. If you can make
somebody better off without hurting somebody else, why not do that? Making
such an arrangement is called a Pareto improvement. A situation that can be
Pareto improved is inefficient; a situation that is not inefficient is efficient, by
definition.

Note that the notion of Pareto efficiency leaves out many issues, such as
equity. For example, consider dividing a cake among a group of people, and
suppose everybody likes eating the cake. Then giving the whole cake to one
person and giving nothing to others is Pareto efficient. Similarly, dividing the
cake equally is also Pareto efficient. Pareto efficiency merely states that re-
sources are used efficiently, and the outcome can be equal or unequal.

5.2 First welfare theorem

The following theorem shows that a competitive equilibrium is Pareto efficient,
which is a mathematical formulation of Adam Smith’s “invisible hand”:2

As every individual, therefore, endeavours as much as he can both
to employ his capital in the support of domestic industry, and so to
direct that industry that its produce may be of the greatest value;
every individual necessarily labours to render the annual revenue of
the society as great as he can. He generally, indeed, neither intends
to promote the public interest, nor knows how much he is promoting
it. By preferring the support of domestic to that of foreign industry,
he intends only his own security; and by directing that industry in
such a manner as its produce may be of the greatest value, he intends
only his own gain, and he is in this, as in many other eases, led by an
invisible hand to promote an end which was no part of his intention.
Nor is it always the worse for the society that it was no part of it. By
pursuing his own interest he frequently promotes that of the society
more effectually than when he really intends to promote it.

Smith’s paragraph is very verbose, perhaps because it was written in the
18th century. His points can be summarized as follows:

• When people pursue their self interest, they promote social welfare as if
led by an invisible hand.

• But promoting social welfare was not intentional.

• Free markets can promote social welfare better than a well-intended gov-
ernment.

1http://en.wikipedia.org/wiki/Vilfredo_Pareto
2http://en.wikipedia.org/wiki/Adam_smith

http://en.wikipedia.org/wiki/Vilfredo_Pareto
http://en.wikipedia.org/wiki/Adam_smith


5.3. SECOND WELFARE THEOREM 31

In short, in a market economy the pursuit of self-interest is socially beneficial,
and government regulations are either unnecessary or even harmful.

Theorem 5.3 (First Welfare Theorem). Let E = {I, (ei), (ui)} be an economy
with locally nonsatiated utilities and {p, (xi)} be a Walrasian equilibrium. Then
(xi) is Pareto efficient.

The proof is remarkably simple.

Proof. Suppose to the contrary that (xi) is inefficient. Then there exists a
feasible allocation (yi) that Pareto dominates (xi). By definition, we have
ui(yi) ≥ ui(xi) for all i and ui(yi) > ui(xi) for some i.

Consider an agent with ui(yi) ≥ ui(xi). Let us show that p · yi ≥ p · ei.
Suppose not. Then p · yi < p · ei. Since ui is locally nonsatiated, for any
ϵ > 0 we can take y′i such that ∥y′i − yi∥ < ϵ and ui(y

′
i) > ui(yi). Therefore

ui(y
′
i) > ui(xi). By choosing sufficiently small ϵ > 0, we may assume p·y′i < p·ei.

Therefore y′i is affordable but gives higher utility than xi, which contradicts
utility maximization. Therefore p · yi ≥ p · ei for all i.

Consider an agent with ui(yi) > ui(xi). Let us show p · yi > p · ei. Suppose
not. Then p ·yi ≤ p ·ei, so yi is affordable but gives higher utility than xi, which
contradicts utility maximization. Therefore p · yi > p · ei for some i.

Summing these inequalities across i and noting that (yi) is feasible, we obtain

p ·
I∑

i=1

yi =

I∑
i=1

p · yi (∵ exchange sum and inner product)

>

I∑
i=1

p · ei (∵ p · yi ≥ p · ei, with at least one >)

= p ·
I∑

i=1

ei (∵ exchange sum and inner product)

≥ p ·
I∑

i=1

yi (∵ feasibility and p ≥ 0),

which is a contradiction. Therefore (xi) is efficient.

One of the first formal proofs of the first welfare theorem—which states
that the market mechanism achieves an efficient allocation of resources—was,
ironically, due to the socialist economist and Polish diplomat Oskar Lange.3 His
proof used complicated calculus and unnecessary assumptions (Lange, 1942).
The above elegant proof was made independently by Arrow (1951) and Debreu
(1951).

5.3 Second welfare theorem

The first welfare theorem states that the market mechanism achieves an efficient
allocation of resources. Next we ask the converse: can any efficient allocation
be achieved as a competitive equilibrium? To answer this question we need to
define an equilibrium with transfer payments.

3http://en.wikipedia.org/wiki/Oskar_Lange

http://en.wikipedia.org/wiki/Oskar_Lange
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Definition 5.4. Let {I, (ei), (ui)} be an Arrow-Debreu economy. A price p, an
allocation (xi), and transfer payments (ti) constitute a competitive equilibrium
with transfer payments if

(i) (Agent optimization) for each i, xi solves

maximize ui(x)

subject to p · x ≤ p · ei − ti, (5.1)

(ii) (Market clearing)
∑I

i=1 xi ≤
∑I

i=1 ei,

(iii) (Balanced budget)
∑I

i=1 ti = 0.

If ti > 0, agent i pays a lump sum tax. If ti < 0, agent i receives a lump sum
transfer. The following theorem shows that (under reasonable assumptions)
any Pareto efficient allocation is an equilibrium with transfer payments. The
implication is that in order to achieve a specific Pareto efficient allocation, the
government should not regulate markets but simply impose lump sum taxes,
make lump sum transfers, and laissez faire.

Theorem 5.5 (Second Welfare Theorem). Let E = {I, (ei), (ui)} be an economy
with continuous, quasi-concave, locally nonsatiated utilities. If (xi) is a feasible
Pareto efficient allocation with xi ≫ 0 for all i, then there exist a price vector p
and transfer payments (ti) such that {p, (xi), (ti)} is a competitive equilibrium
with transfer payments.

Proof. Since (xi) is feasible, market clearing automatically holds.
Let Ui =

{
y ∈ RL

+

∣∣ui(y) > ui(xi)
}
be the set of consumption bundles that

give higher utility to agent i than xi (upper contour set) and

U =

I∑
i=1

Ui :=

{
y =

I∑
i=1

yi

∣∣∣∣∣ (∀i)yi ∈ Ui

}
.

Let E =
{
x ∈ RL

∣∣∣x ≤
∑I

i=1 ei

}
be the set of vectors (not necessarily positive)

less than or equal to the aggregate endowment. Since ui is a locally nonsatiated
quasi-concave function, Ui is a nonempty convex set, and so is U . Clearly E
is a nonempty convex set. Since the allocation (xi) is Pareto efficient, we have
U ∩ E = ∅. Therefore by the separating hyperplane theorem, there exists a
nonzero vector p such that

(∀x ∈ E)(∀y ∈ U) p · x ≤ p · y. (5.2)

If pl < 0 for some l, letting xl → −∞ we get p · x > p · y, a contradiction.
Therefore pl ≥ 0 for all l and p > 0.

Define the transfer ti to satisfy the budget constraint, so

p · xi = p · ei − ti ⇐⇒ ti = p · (ei − xi).

Since (xi) is feasible, we have
∑I

i=1(xi − ei) ≤ 0, so

I∑
i=1

ti =

I∑
i=1

p · (ei − xi) = p ·
I∑

i=1

(ei − xi) ≥ 0.
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Setting y =
∑I

i=1 yi and x =
∑I

i=1 ei in (5.2) and letting yi → xi (which is
possible by the local nonsatiation of ui), we obtain

p ·
I∑

i=1

ei ≤ p ·
I∑

i=1

xi ⇐⇒
I∑

i=1

ti =

I∑
i=1

p · (ei − xi) ≤ 0.

Therefore
∑I

i=1 ti = 0, so balanced budget holds.
To show that {p, (xi), (ti)} is a competitive equilibrium with transfer pay-

ments, it remains to show agent optimization—that xi solves the utility maxi-
mization problem (5.1). To this end take any yi ∈ Ui for each i. It suffices to
show that p · yi > p · ei − ti, for in that case any bundle yi preferred to xi is not
affordable, which means that xi gives highest utility within the budget set.

Assume p · yi ≤ p · ei − ti for some i. Without loss of generality we may
assume i = 1. Since x1 ≫ 0 and p > 0, by the definition of t1 we have

p · e1 − t1 = p · x1 > 0.

Since u1(y1) > u1(x1) and u1 is continuous, there exists z1 such that u1(z1) >
u1(x1) and p · z1 < p · x1. Let ϵ = p · x1 − p · z1 > 0. By local nonsatiation, for
every i ̸= 1 there exists zi such that ui(zi) > ui(xi) and p · zi ≤ p · xi + ϵ/I.

By the definition of Ui, we have zi ∈ Ui for all i. Letting y =
∑I

i=1 zi and

x =
∑I

i=1 ei in (5.2), it follows that

I∑
i=1

p · ei = p ·
I∑

i=1

ei ≤ p ·
I∑

i=1

zi =

I∑
i=1

p · zi

≤ (p · x1 − ϵ) +

I∑
i=2

(p · xi + ϵ/I) =

I∑
i=1

p · xi −
ϵ

I

=⇒ ϵ

I
≤

I∑
i=1

p · (xi − ei) = −
I∑

i=1

ti = 0,

which is a contradiction. Therefore p · yi > p · ei − ti for all i.

5.4 Characterizing Pareto efficient allocations

To apply the second welfare theorem, one needs to start with a Pareto efficient
allocation. Therefore the theorem would be vacuous unless we can characterize
the set of Pareto efficient allocations. This section provides a solution based on
the marginal rate of substitution.

Let u be a differentiable utility function with ∇u ≫ 0. The marginal rate of
substitution (MRS) between goods l and m is the ratio of marginal utilities,

MRSlm =
∂u/∂xl

∂u/∂xm
.

We can show that an allocation is Pareto efficient if and only if the marginal
rate of substitution is equal across agents.

Note that if agents are maximizing utility subject to budget constraints, by
the first-order condition there exists λi > 0 such that ∇ui(xi) = λip, where p
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is the price vector. Therefore agent i’s marginal rate of substitution between
goods l,m is

MRSi,lm =
∂ui/∂xl

∂ui/∂xm
=

λipl
λipm

=
pl
pm

,

which does not depend on i. Therefore MRS is equalized across agents. Con-
versely, if MRS is the same for all agents, in particular

pl :=
∂ui/∂xl

∂ui/∂x1

does not depend on i. Letting λi := ∂ui/∂x1, we obtain ∂ui/∂xl = λipl, so
∇ui = λip for the price vector p = (1, p2, . . . , pL)

′.
Thus MRS is equalized across agents if and only if the vectors of marginal

utilities ∇ui are collinear (point to the same direction p). With this property
in mind, we can show the following results.

Proposition 5.6. Let E = {I, (ei), (ui)} be an economy with quasi-concave
utilities such that ∇ui ≫ 0. Let (xi) be an allocation such that xi ≫ 0 for all i

and
∑I

i=1 xi =
∑I

i=1 ei. Then (xi) is Pareto efficient if and only if the marginal
rate of substitution is equalized across agents.

Proof. Suppose (xi) is Pareto efficient. Since ui is differentiable, it is continuous.
Since ∇ui ≫ 0, ui is strongly monotonic, and in particular locally nonsatiated.
Since xi ≫ 0 for all i, by the second welfare theorem there exist a price vector
p and transfers (ti) such that {p, (xi), (ti)} is a competitive equilibrium with
transfer payments. Let

Li = ui(x) + λi(p · ei − ti − p · xi)

be the Lagrangian of agent i’s utility maximization problem, where we ignore
the nonnegativity constraint x ≥ 0 because we know xi ≫ 0 by assumption. By
the Karush-Kuhn-Tucker theorem, there exists λi ≥ 0 such that ∇ui(xi) = λip
for all i. Since ∇ui ≫ 0, it must be λi > 0 and p ≫ 0, and so MRS is equal
across agents.

Conversely, suppose that MRS is equal across agents. By the above argu-
ment, we can take p ≫ 0 and λi > 0 such that ∇ui(xi) = λip for all i. Let

Li = ui(x) + λi(p · xi − p · x)

be the Lagrangian of the utility maximization problem

maximize ui(x)

subject to p · x ≤ p · xi

with initial endowment xi. Since 0 ≪ ∇ui(xi) = λip, by the sufficiency of
KKT conditions for quasi-concave maximization, xi is a solution to the utility
maximization problem. Therefore if ui(yi) > ui(xi), it must be p · yi > p · xi.

Now suppose that a feasible allocation (yi) Pareto dominates (xi). Since
utilities are strongly monotonic (∇ui ≫ 0), without loss of generality we may
assume that ui(yi) > ui(xi), so yi ∈ Ui. (See Problem 5.1.) Therefore p · yi >
p · xi. Adding across agents, we obtain

p ·
I∑

i=1

ei ≥ p ·
I∑

i=1

yi > p ·
I∑

i=1

xi = p ·
I∑

i=1

ei,

which is a contradiction.
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Notes

The content of this chapter is roughly the same as Chapter 19 of Starr (2011).
That chapter explains how to relax the assumption xi ≫ 0.

Exercises

5.1. Let E = {I, (ui), (ei)} be an Arrow-Debreu economy with continuous,
strongly monotonic utility functions. Show that if (xi) is a Pareto inefficient
allocation, then there exists a feasible allocation (yi) such that ui(yi) > ui(xi)
for all i.

5.2. Consider an economy with two agents and two goods. The endowments
are e1 = (1, 9) and e2 = (9, 1). The utility functions are

u1(x1, x2) = x1x2,

u2(x1, x2) = min {x1x2, 16} .

(i) Show that the price vector p = (1, 1) and the allocation x1 = x2 = (5, 5)
constitute an equilibrium.

(ii) Show that the above equilibrium is Pareto inefficient.

(iii) Does this example contradict the first welfare theorem? Explain.

5.3. Consider an economy with two agents and two goods with Cobb-Douglas
utilities

u1(x1, x2) = α log x1 + (1− α) log x2,

u2(x1, x2) = β log x1 + (1− β) log x2,

where 0 < α, β < 1. Suppose that the aggregate endowment is e = (e1, e2).
Find all Pareto efficient allocations such that each agent consumes a positive
amount of each good.

5.4. Let E = {I, J, (ei), (ui), (Yj), (θij)} be an Arrow-Debreu economy with
production.

(i) Define the concept of Pareto efficiency.

(ii) Show that if ui’s are locally nonsatiated and {p, (xi), (yj)} is a competitive
equilibrium, then {(xi), (yj)} is Pareto efficient.

5.5. Let E = {I, J, (ei), (ui), (Yj), (θij)} be an Arrow-Debreu economy with
production.

(i) Define a competitive equilibrium with transfer payments.

(ii) Show that if ui’s are continuous, quasi-concave, locally nonsatiated, Yj ’s
are convex, and {(xi), (yj)} is a feasible Pareto efficient allocation such
that xi ≫ 0 for all i, then there exists a price vector p and transfer
payments (ti) such that {p, (xi), (yj), (ti)} is a competitive equilibrium
with transfer payments.
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5.6. Consider an economy with I agents and L basic goods labeled by l =
1, . . . , L. Suppose that there is another good, labeled 0, which is a public good.
(A public good is non-excludable, i.e., the consumption of one agent does not
reduce the availability of that good to other agents. Therefore all agents con-
sume the same amount of good 0, which equals aggregate supply in equilibrium.)
Suppose that there are no endowments of good 0, which is produced from other
goods l = 1, . . . , L using some technology represented by a production function
y = f(x1, . . . , xL). It is well known that the presence of a public good may
make the economy inefficient. Let ui(x0, x1, . . . , xL) be the utility function of
agent i, assumed to be locally nonsatiated.

(i) Show that by quoting an individual-specific price for the public good, we
can make the competitive equilibrium allocation efficient. (Hint: expand
the set of goods, and consider an economy with L + I goods labeled by
l = 1, . . . , L+I. Goods l = 1, . . . , L are the L basic goods, and good L+i is
the public good consumed by agent i. Make sure to discuss how we should
reinterpret the production technology and market clearing conditions.)

(ii) Suppose that there are two agents (i = 1, 2), one basic good, and a public
good. Agent i has utility function

ui(x0, x1) = αi log x0 + (1− αi) log x1,

where x0, x1 are consumption of the public good and the basic good. Let
ei be the initial endowment of agent i’s basic good, and suppose there is
a technology that converts the basic good to the public good one-for-one.
Normalize the price of the basic good to be 1. Find individual-specific
prices for the public good to make the competitive equilibrium allocation
efficient.



Chapter 6

Existence of equilibrium

So far we have studied the welfare properties of the Arrow-Debreu equilibrium,
assuming its existence. This is a dangerous avenue, for it makes no sense to study
something unless it exists. Once a mathematics professor told me a funny story.
He had a doctoral student who studied the properties of some set. The student
developed elaborate arguments and proved theorems, but without constructing
an explicit example. When the professor asked the student for an example, he
worked hard to make one, and found that the only set that satisfied his theory
was a set consisting of a single point. A theory of a single point is not so exciting.

So the natural question is, does an Arrow-Debreu equilibrium always exist?
The answer is yes, under reasonable assumptions. Below I describe the idea
of the proof and explain the technical difficulties. Then I rigorously prove the
existence of equilibrium.

6.1 Idea of the proof and difficulties

The idea to prove the existence of equilibrium is to apply a fixed point theorem.
The well-known Brouwer fixed point theorem is particularly easy to remember.

Brouwer fixed point theorem. Let C ⊂ RL be a nonempty, compact, convex
set. Let f : C → C be continuous. Then f has a fixed point, i.e., there exists
x ∈ C such that f(x) = x.

The Brouwer fixed point theorem is intuitive: if you stir coffee in a coffee
cup, you will see it spin around a point (or points). This point is a fixed point
of the (instantaneous) movement of coffee. I will not prove the theorem because
it is difficult. Starr, 2011 contains an accessible proof. However, I explain why
each assumption is necessary. Remember that a compact set in RL is closed
and bounded.

Example 6.1 (Necessity of closedness). Let C = (0, 1] and f(x) = x/2. Then
C is nonempty, bounded, convex, and f : C → C is continuous, but f has no
fixed point.

Example 6.2 (Necessity of boundedness). Let C = R and f(x) = x+1. Then
C is nonempty, closed, convex, and f : C → C is continuous, but f has no fixed
point.

37
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Example 6.3 (Necessity of convexity). Let C = S1 =
{
x ∈ R2

∣∣ ∥x∥ = 1
}
and

f(x) = −x. Then C is nonempty, compact (closed and bounded), and f : C → C
is continuous, but f has no fixed point.

Example 6.4 (Necessity of continuity). Let C = [0, 1] and f(x) = 1 if x < 1/2
and f(x) = 0 if x ≥ 1/2. Then C is nonempty, compact, and convex, but f has
no fixed point.

Let us turn to the existence of equilibrium. Let E = {I, (ei), (ui)} be an
Arrow-Debreu economy. Remember that an equilibrium consists of a price p
and allocation (xi) such that each xi solves the utility maximization problem
given p and the markets clear. Let xi(p, w) be the demand of agent i with wealth
w when the price is p. Let

z(p) =

I∑
i=1

(xi(p, p · ei)− ei)

be the excess demand, where p · ei is the wealth of agent i. Then we have an
equilibrium if we find a price p such that z(p) ≤ 0. Note that by the neutrality
of money the price level does not matter. So without loss of generality, we may
assume that the price vector p belongs to the simplex

∆L−1 =
{
p ∈ RL

+

∣∣ p1 + · · ·+ pL = 1
}
.

The following theorem shows that any continuous function defined on the sim-
plex and satisfying Walras’ law can be made to have all coordinates nonpositive.
The idea of the proof is to raise the price of a good in excess demand.

Theorem 6.1. Let z : ∆L−1 → RL be continuous and p · z(p) = 0 for all
p ∈ ∆L−1. Then there exists p such that z(p) ≤ 0.

Proof. Define f : ∆L−1 → ∆L−1 by

fl(p) =
pl +max {0, zl(p)}

1 +
∑L

l=1 max {0, zl(p)}
.

That is, we increase the price of good l to pl + zl(p) if zl(p) > 0, leave it
unchanged if zl(p) ≤ 0, and normalize so that it stays in ∆L−1. Since z is
continuous, so is f . Therefore by the Brouwer fixed point theorem there exists
p such that f(p) = p, so

pl =
pl +max {0, zl(p)}

1 +
∑L

l=1 max {0, zl(p)}

for all l. Multiplying both sides by zl(p) and using the Walras law, we get

0 =

L∑
l=1

plzl(p) =

∑L
l=1(plzl(p) + zl(p)max {0, zl(p)})

1 +
∑L

l=1 max {0, zl(p)}

⇐⇒
L∑

l=1

zl(p)max {0, zl(p)} = 0.
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Since

zl(p)max {0, zl(p)} =

{
0, (zl(p) ≤ 0)

zl(p)
2 > 0, (zl(p) > 0)

it must be zl(p) ≤ 0 for all l. Therefore z(p) ≤ 0.

Theorem 6.1 cannot directly be applied to prove the existence of a compet-
itive equilibrium, however. There are a few difficulties. First, unless the utility
functions are strictly quasi-concave, individual demand is not necessarily a single
point. In general, demand consists of a set. This issue is not difficult to over-
come by using the Kakutani fixed point theorem, which generalizes the Brouwer
fixed point theorem to the case of correspondences. I will return to this point
later. Second, in Theorem 6.1 we assumed that the excess demand function is
continuous, but this should be proved from more basic assumptions. If agents’
incomes are strictly positive, we can prove continuity using the maximum theo-
rem, which I will mention later. Finally, we have to allow the possibility of free
goods like air, which has price zero. However, typically when the price is zero,
agents will demand an infinite amount of the good, so the excess demand is not
well-defined. This is the most difficult issue to overcome.

Can we prove the existence of equilibrium by a more elementary method,
without invoking the fixed point theorem? Interestingly, the answer is no. The
following proposition shows that if an excess demand function satisfying the
Walras law can always clear the markets, then we can prove the Brouwer fixed
point theorem. Essentially, existence of equilibrium and the Brouwer fixed point
theorem are equivalent.

Proposition 6.2 (Uzawa, 1962). Consider the following two statements:

A. For any continuous function z : ∆L−1 → RL satisfying p · z(p) = 0, there
exists p ∈ ∆L−1 such that z(p) ≤ 0.

B. Any continuous function f : ∆L−1 → ∆L−1 has a fixed point.

Then A implies B.

Proof. Suppose statement A is true. Let f : ∆L−1 → ∆L−1 be continuous
and g(p) be the projection of f(p) on the line {tp | t ∈ R} (Figure 6.1). Letting
g(p) = tp, we obtain

⟨f(p)− tp, p⟩ = 0 ⇐⇒ t =
⟨p, f(p)⟩
∥p∥2

,

so g(p) = ⟨p,f(p)⟩
∥p∥2 p. Define

z(p) = f(p)− g(p) = f(p)− ⟨p, f(p)⟩
∥p∥2

p.

Then z : ∆L−1 → RL is continuous and p · z(p) = 0. Therefore by assumption
there exists p ∈ ∆L−1 such that z(p) ≤ 0, so fl(p) ≤ λpl for all l, where

λ = ⟨p,f(p)⟩
∥p∥2 . Then

λ =
⟨p, f(p)⟩
∥p∥2

≤ ⟨p, λp⟩
∥p∥2

= λ,
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so either pl = 0 or fl(p) = λpl for all l. Since fl(p) ≥ 0, in either case fl(p) = λpl
for all l. Adding across l we get

1 =

L∑
l=1

fl(p) = λ

L∑
l=1

pl = λ,

so fl(p) = pl. This shows that f(p) = p, so p is a fixed point of f .

O

p

f(p)

g(p)

∆L−1

Figure 6.1: Construction of g(p).

6.2 Correspondence and the maximum theorem

In this section I introduce mathematical concepts that are needed to prove the
existence of equilibrium. Two theorems will play a crucial role: the Kakutani
fixed point theorem and the maximum theorem. Both involve correspondences,
or point-to-set mappings.

Let X ⊂ RN and Y ⊂ RM be sets. Γ : X ↠ Y is a correspondence (or
multi-valued function) if for each x ∈ X we have Γ(x) ⊂ Y , a subset of Y . Note
that we use an arrow with two heads “↠” for a correspondence, while we use
the usual arrow “→” for a function. Another common notation is Γ : X ⇒ Y . Γ
is said to be compact (convex) valued if for each x ∈ X, the set Γ(x) is compact
(convex). Γ is said to be uniformly bounded if for each x̄ ∈ X, there exists a
neighborhood U of x̄ such that

⋃
x∈U Γ(x) is bounded. Of course, Γ(x) need not

be uniformly bounded just because Γ(x) is bounded. For instance, let X = R
and

Γ(x) =

{
[0, 1], (x ≤ 0)

[0, 1/x]. (x > 0)

Then Γ(x) is bounded but not uniformly bounded at x̄ = 0 (draw a picture).
Remember that a function f : X → Y is continuous if xn → x implies

f(xn) → f(x). “xn → x” is a shorthand notation for “limn→∞ xn = x”. We
can define continuity for correspondences.

Definition 6.3 (Upper hemicontinuity). Γ : X ↠ Y is upper hemicontinuous if
it is uniformly bounded and xn → x, yn ∈ Γ(xn), and yn → y implies y ∈ Γ(x).
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Upper hemicontinuity is also called upper semi-continuity (I often use semi-
continuity). Perhaps hemicontinuity is less confusing since there is a separate
semi-continuity concept for functions, introduced below. When the requirement
that Γ is uniformly bounded is dropped, then Γ is called closed. When Y is itself
bounded, upper hemicontinuity is the same as closedness. Upper hemicontinuity
says that if a sequence in the image of a convergent sequence is convergent, then
the limit belongs to the image of the limit. There is also a concept called lower
hemicontinuity, which is roughly the converse. If you take a point in the image
of the limit, then you can take a sequence in the image of the sequence that
converges to that point.

Definition 6.4 (Lower hemicontinuity). Γ : X ↠ Y is lower hemicontinuous if
for any xn → x and y ∈ Γ(x), there exists a number N and a sequence yn → y
such that yn ∈ Γ(xn) for n > N .

A correspondence that is both upper and lower hemicontinuous is called
continuous. For upper hemicontinuous correspondences, we have the following
Kakutani fixed point theorem.

Kakutani fixed point theorem. Let C ⊂ RL be a nonempty, compact, con-
vex set. Let Γ : C ↠ C be a nonempty, convex valued upper hemicontinuous
correspondence. Then Γ has a fixed point, i.e., there exists x ∈ C such that
x ∈ Γ(x).

The Brouwer fixed point theorem is a special case of the Kakutani fixed
point theorem by setting Γ(x) = {f(x)}, a correspondence consisting of a single
point. The proof of the Kakutani fixed point theorem is difficult. See Berge
(1963).

The next maximum theorem guarantees that the solution set of a parametric
maximization problem is upper hemicontinuous, which allows us to apply the
Kakutani fixed point theorem.

Maximum theorem. Let f : X × Y → R and Γ : X ↠ Y be continuous.
Assume

Γ∗(x) = argmax
y∈Γ(x)

f(x, y) ̸= ∅

and let f∗(x) = maxy∈Γ(x) f(x, y). Then f∗ is continuous and Γ∗ : X ↠ Y is
upper hemicontinuous.

The proof of the maximum theorem is not so difficult, but it is clearer to
weaken the assumptions and prove several weaker statements. To do so I define
semi-continuity for functions.

Definition 6.5 (Semi-continuity of functions). f : X → [−∞,∞] is upper
semi-continuous if xn → x implies lim supn→∞ f(xn) ≤ f(x). f is lower semi-
continuous if xn → x implies lim infn→∞ f(xn) ≥ f(x).

Clearly, f is upper semi-continuous if −f is lower semi-continuous, and f is
continuous if it is both upper and lower semi-continuous. It is well-known that
a continuous function attains the maximum on a compact set. Indeed all we
need is upper semi-continuity, as the following proposition shows.

Proposition 6.6. Let X be nonempty and compact and f : X → [−∞,∞)
upper semi-continuous. Then f attains the maximum on X.
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Proof. Let M = supx∈X f(x). Take {xn} such that f(xn) → M . Since X is
compact, {xn} has a convergent subsequence. Assume xnk

→ x. Since f is
upper semi-continuous, we have

M ≥ f(x) ≥ lim sup
k→∞

f(xnk
) = M,

so f(x) = M = maxx∈X f(x).

By the same argument, a lower semi-continuous function attains the min-
imum on a compact set. Proposition 6.6 is useful. For example, the Cobb-
Douglas utility function

u(x1, x2) = α1 log x1 + α2 log x2

is not continuous at x1 = 0 or x2 = 0 in the usual sense. But if we define
log 0 = −∞, u becomes upper semi-continuous. Therefore if the budget set is
compact, we know a priori that a solution to the utility maximization problem
exists.

We prove two lemmas to prove the maximum theorem.

Lemma 6.7. Let f : X×Y → R be upper semi-continuous and Γ : X ↠ Y upper
hemicontinuous. Then f∗(x) = supy∈Γ(x) f(x, y) is upper semi-continuous.

Proof. Take any xn → x and ϵ > 0. Take a subsequence {xnk
} such that

f∗(xnk
) → lim supn→∞ f∗(xn). For each k, take ynk

∈ Γ(xnk
) such that

f(xnk
, ynk

) > f∗(xnk
) − ϵ. Since Γ is upper hemicontinuous, it is uniformly

bounded. Therefore there exists a neighborhood U of x such that
⋃

x′∈U Γ(x′)
is bounded. Since xnk

→ x, there exists K such that
⋃

k>K Γ(xnk
) is bounded.

Hence {ynk
} is bounded. By taking a subsequence if necessary, we may assume

ynk
→ y. Since Γ is upper hemicontinuous, we have y ∈ Γ(x). Since f is upper

semi-continuous,

f∗(x) ≥ f(x, y) ≥ lim sup
k→∞

f(xnk
, ynk

) ≥ lim
k→∞

f∗(xnk
)− ϵ = lim sup

n→∞
f∗(xn)− ϵ.

Letting ϵ → 0, it follows that f∗ is upper semi-continuous.

Lemma 6.8. Let f : X×Y → R be lower semi-continuous and Γ : X ↠ Y lower
hemicontinuous. Then f∗(x) = supy∈Γ(x) f(x, y) is lower semi-continuous.

Proof. Take any xn → x and ϵ > 0. Take y ∈ Γ(x) such that f(x, y) > f∗(x)−ϵ.
Since Γ is lower hemicontinuous, there exist N and yn → y such that yn ∈ Γ(xn)
for all n > N . Then f∗(xn) ≥ f(xn, yn). Since f is lower semi-continuous,

lim inf
n→∞

f∗(xn) ≥ lim inf
n→∞

f(xn, yn) ≥ f(x, y) > f∗(x)− ϵ.

Letting ϵ → 0, it follows that f∗ is lower semi-continuous.

Proof of the maximum theorem. By Lemmas (6.7) and (6.8), f∗ is contin-
uous. Since Γ∗(x) ⊂ Γ(x) and Γ is uniformly bounded, so is Γ∗. Take any
xn → x, yn ∈ Γ∗(xn), and assume yn → y. Since f and f∗ are continuous, we
have

f(x, y) = lim
n→∞

f(xn, yn) = lim
n→∞

f∗(xn) = f∗(x),

so y ∈ Γ∗(x). Hence Γ∗ is upper hemicontinuous.



6.3. EXISTENCE OF EQUILIBRIUM 43

6.3 Existence of equilibrium

Now we have all the ingredients to prove the existence of equilibrium.

Theorem 6.9 (Existence of equilibrium). Let E = {I, (ei), (ui)} be an Arrow-
Debreu economy. Assume that for all i, ei ≫ 0 and ui is continuous, quasi-
concave, and locally nonsatiated. Then E has a competitive equilibrium.

The idea of the proof is to “truncate” the economy so that agents do not
demand an infinite amount of a good when its price approaches zero, prove the
existence of equilibrium in this truncated economy, and then argue that the
truncation does not matter.

Proof.

Step 1. Construction of the truncated economy and the set to apply the Kakutani
fixed point theorem.

Take b > 0 such that b is larger than the aggregate endowment of any good,
so
∑I

i=1 eil < b for all l. Let

Xb = [0, b]L =
{
x ∈ RL

+

∣∣ (∀l)xl ≤ b
}

be the set of consumption bundles bounded by b. Let C = ∆L−1 ×XI
b . Clearly

C is nonempty, compact, and convex.

Step 2. Construction of the fixed point correspondence.

Define Γ : C ↠ C as follows. Let (p, (xi)) ∈ C = ∆L−1 ×XI
b . Define

Γ0(p, (xi)) = argmax
q∈∆L−1

q ·
I∑

i=1

(xi − ei),

that is, Γ0 consists of price vectors that maximize the value of excess demand.
Since ∆L−1 is nonempty, compact, convex, and the objective function is linear
(hence continuous and quasi-concave), Γ0 is nonempty, compact, and convex.

For each i = 1, . . . , I, define

Γi(p, (xi)) = argmax
x∈Xb∩Bi(p)

ui(x),

that is, Γi consists of consumption bundles that maximize utility within the
budget constraint and the set Xb. Since Xb ∩Bi(p) is nonempty, compact, con-
vex, and the objective function is continuous and quasi-concave, Γi is nonempty,
compact, and convex.

Define Γ : C ↠ C by Γ = Γ0 × Γ1 × · · · × ΓI .

Step 3. Existence of a fixed point.

Since C is nonempty, compact, convex, and Γ is nonempty, compact, convex
valued, by the Kakutani fixed point theorem Γ has a fixed point if Γ is upper
hemicontinuous. To show that Γ is upper hemicontinuous, it suffices to show
that each of Γ0, . . . ,ΓI is upper hemicontinuous.

Since q ·
∑I

i=1(xi − ei) is continuous in q, p, x1, . . . , xI and the set ∆L−1 is
fixed (hence continuous), by the maximum theorem Γ0 is upper hemicontinuous.
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Since ui(x) is continuous in x, p, x1, . . . , xI , to show that Γi is upper hemi-
continuous, by the maximum theorem it suffices to show that p 7→ Xb ∩ Bi(p)
is continuous. If pn → p, xn ∈ Xb ∩Bi(pn), and xn → x, then by the definition
of the budget constraint we have pn · (xn − ei) ≤ 0. Letting n → ∞, we get
p · (x−ei) ≤ 0, so x ∈ Xb∩Bi(p). Since Xb is compact, p 7→ Xb∩Bi(p) is upper
hemicontinuous.

To show that p 7→ Xb ∩ Bi(p) is lower hemicontinuous, let pn → p and
x ∈ Xb ∩Bi(p). Define xn = tnx, where

tn = min

{
pn · ei
pn · x

, 1

}
.

Graphically, xn is x itself if x is affordable at price pn (so pn · x ≤ pn · ei),
and otherwise it is the intersection between the line connecting 0 and x and the
budget line (Figure 6.2). Since ei ≫ 0, we have pn · ei > 0 for all n, so tn is
well-defined even if pn · x = 0 by setting pn · ei/pn · x = ∞. Since x ∈ Bi(p),
we have p · x ≤ p · ei, so tn → 1. Since by construction xn ∈ Xb ∩ Bi(pn) and
xn = tnx → x, it follows that p 7→ Xb ∩Bi(p) is lower hemicontinuous.

By the Kakutani fixed point theorem, there exists (p, (xi)) ∈ ∆L−1 × XI
b

such that (p, (xi)) ∈ Γ(p, (xi)).

x
xn

ei

O

p

pn

Figure 6.2: Definition of xn.

Step 4. The allocation (xi) is feasible.

Since xi ∈ Bi(p), we have p · (xi − ei) ≤ 0. Adding across i, we have

p ·
∑I

i=1(xi − ei) ≤ 0. If
∑I

i=1(xil − eil) > 0 for some l, setting ql = 1 and zero
for other goods, we obtain

q ·
I∑

i=1

(xi − ei) > 0 ≥ p ·
I∑

i=1

(xi − ei),

which contradicts the fact that p ∈ Γ0(p, (xi)) and hence p maximizes the value

of excess demand. Therefore
∑I

i=1(xi − ei) ≤ 0, so (xi) is feasible.

Step 5. xi solves the utility maximization problem.

If xi does not solve the utility maximization problem for some i, then there
exists x such that p · x ≤ p · ei and ui(x) > ui(xi) (Figure 6.3). Since ui is
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continuous and p · ei > 0 since ei ≫ 0, there exists x′ such that p · x′ < p · ei
and ui(x

′) > ui(xi). Since (xi) is feasible, we have xi ∈ [0, b)L. Therefore, for
sufficiently small α > 0 we have x′′ := (1 − α)xi + αx′ ∈ [0, b)L. Since ui is
quasi-concave, we have

ui(x
′′) ≥ min {ui(xi), ui(x

′)} = ui(xi).

Since p · xi ≤ p · ei, p · x′ < p · ei, and α > 0, we have

p · x′′ = (1− α)p · xi + αp · x′ < p · ei.

Since ui is locally nonsatiated, there exists x′′′ ∈ Xb such that p · x′′′ < p · ei
and ui(x

′′′) > ui(x
′′) ≥ ui(xi), which contradicts xi ∈ Γi(p, (xi)). Therefore xi

solves the utility maximization problem.

O b

b

Xb

xi

x

x′

x′′

Figure 6.3: Definitions of x, x′, x′′.

This completes the proof that {p, (xi)} is a competitive equilibrium.

Theorem 6.9 assumes that any good can be bought or sold in any nonnegative
amount. This assumption is unrealistic, since for example nobody can consume
more than 24 hours of leisure per day. (Working is interpreted as selling leisure.)
However, this restriction is not essential. Theorem 6.9 also assumes ei ≫ 0 for
all i, so all agents hold a tiny amount of all goods. This assumption is sufficient
to guarantee that agents have positive wealth at all prices, which is necessary to
show that the budget set is continuous in p. Clearly ei ≫ 0 is unrealistic since
most of us don’t have endowments of many goods, such as aircrafts. McKenzie,
1954 shows how to relax this assumption.

Notes

The content of this note is roughly the same as Chapters 18, 23, and 24 of Starr
(2011). Chapter 9 contains a proof of the Brouwer fixed point theorem.

The existence of competitive equilibrium is generally credited to Arrow and
Debreu (1954), but McKenzie (1954) published his proof one issue earlier. The
major difference between these two papers is that McKenzie assumes the con-
tinuity of the demand function (which is an endogenous object) and ignores
the issue with zero prices, whereas Arrow and Debreu prove the continuity from
primitives. See Geanakoplos (1987), Duffie and Sonnenschein (1989), and Wein-
traub (2011) for historical accounts.
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Chapter 7

Uniqueness of equilibrium

7.1 Sonnenschein-Mantel-Debreu theory

It would be nice if an economy has a unique equilibrium. To study this question,
let E = {I, (ei), (ui)} be an economy with strongly monotonic, strictly quasi-
concave, and smooth utility functions. Given any price vector p ≫ 0, then the
demand xi(p, p · ei) is unique and continuous. Let

z(p) =

I∑
i=1

(xi(p, p · ei)− ei)

be the aggregate excess demand. Then z is continuous. By the neutrality of
money, we have z(tp) = z(p), so z is homogeneous of degree zero. By the
Walras law, we have p · z(p) = 0. Note that p is an equilibrium price vector if
and only if z(p) = 0. Can we derive other properties of the aggregate excess
demand function so that the equation z(p) = 0 has a unique solution (up to a
multiplicative constant)?

Unfortunately, according to the results of Sonnenschein (1972, 1973), Mantel
(1974), and Debreu (1974), “anything goes” for the aggregate excess demand
function. More precisely, we have the following result.

Theorem 7.1 (Debreu (1974)). Let 0 < ϵ < 1/L and

∆ϵ =

{
p ∈ RL

∣∣∣∣∣
L∑

l=1

pl = 1, (∀l)pl ≥ ϵ

}
be the set of normalized prices bounded below by ϵ > 0. Let f : ∆ϵ → RL be
continuous and satisfy p ·f(p) = 0. Then there exists an economy with L agents
such that the aggregate excess demand z(p) agrees with f(p) on ∆ϵ.

Debreu’s paper is hard to read, but subsequently Mantel (1976) has shown
a constructive proof with homothetic utility functions.

Since the aggregate excess demand function can be virtually anything, it
can be made to hit zero at arbitrary points on ∆ϵ, so in general there can be
arbitrarily many equilibria. Of course, the utility functions in these examples
are quite unintuitive, and it may be possible that the equilibrium is unique
in more specialized, natural economies. In fact, Debreu (1970) shows that for
almost all economies there exist an odd number of equilibria (1, 3, 5, . . . ).

47
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7.2 Sufficient conditions for uniqueness

Next we provide a few sufficient conditions for equilibrium uniqueness.

7.2.1 Weak Axiom of Revealed Preference for aggregate
excess demand

We say that the aggregate excess demand function z(p) satisfies the Weak Axiom
of Revealed Preference (WARP) if for any price vectors p, p′,

z(p) ̸= z(p′) and p · z(p′) ≤ 0 =⇒ p′ · z(p) > 0.

The idea of this definition is the same as that for a single consumer: if the
excess demand z(p′) was affordable under price p but were not chosen, then
z(p) is revealed preferred to z(p′). Therefore under price p′, since z(p′) was
chosen, the excess demand z(p) must not be affordable at p′.

We can show that if the aggregate excess demand satisfies WARP, then the
set of equilibrium prices is convex. Therefore if the set of equilibrium prices
is finite (as is generically the case by the results of Debreu (1970)), then the
equilibrium must be unique. Actually WARP is stronger than necessary.

Lemma 7.2. Suppose that the aggregate excess demand z(p) satisfies WARP.
Then the following condition holds:

0 = z(p) ̸= z(p′) =⇒ p · z(p′) > 0. (7.1)

Proof. Let p, p′ be such that 0 = z(p) ̸= z(p′). Suppose on the contrary that
p · z(p′) ≤ 0. Then by WARP we have p′ · z(p) > 0, which is a contradiction
since z(p) = 0.

Proposition 7.3. If condition (7.1) holds, then the set of equilibrium prices is
convex.

Proof. Suppose that z(p1) = z(p2) = 0. Take any t ∈ [0, 1] and let p = (1 −
t)p1+ tp2. Suppose z(p) ̸= 0. By condition (7.1), then we have p1 · z(p) > 0 and
p2 · z(p) > 0. Multiplying each inequality by 1− t, t and adding up, we obtain

0 < (1− t)p1 · z(p) + tp2 · z(p) = ((1− t)p1 + tp2) · z(p) = p · z(p),

which contradicts the Walras law p · z(p) = 0. Therefore z(p) = 0 and hence p
is an equilibrium price.

7.2.2 Gross substitute property

Proving uniqueness using WARP is not so useful because there are no known
general sufficient conditions that imply WARP. Next we provide a different
sufficient condition.

We say that the aggregate excess demand z(p) satisfies the gross substitute
(GS) property if for any l and p, p′ with p′l′ = pl′ for all l′ ̸= l and p′l > pl,
we have zl′(p

′) > zl′(p) for all l′ ̸= l. In words, if we raise the price of good l,
then the excess demand of all goods except l goes up. By the Slutsky equation,
the change in the demand is the sum of the income effect and the substitution
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effect. Raising the price of one good makes the consumer poorer, so the demand
goes down through the income effect. However, raising the price of one good
makes the relative price of other goods lower, so the demand goes up through
the substitution effect. Thus the gross substitute property implies that the
substitution effect always dominates the income effect.

Proposition 7.4. If the aggregate excess demand satisfies the gross substitute
property, then the equilibrium is unique.

Proof. Let p be an equilibrium price and take any q that is not collinear with p
(i.e., q ̸= tp for any t > 0). By relabeling the goods if necessary, we may assume
that

p1
q1

≥ p2
q2

≥ · · · ≥ pL
qL

.

By normalizing the prices if necessary, we may assume p1 = q1 = 1. Since p, q are
not collinear, at least one of the above inequalities is strict. Now starting from
the price vector p, change pl to ql from l = 2, . . . , L sequentially. At each step,
since pl/ql ≤ 1, we have ql ≥ pl, so by the gross substitute property z1(p) goes
up (or stays the same). Since there is at least one step for which pl/ql < 1, z1(p)
strictly goes up at that step and thereafter. Therefore 0 = z1(p) < z1(q), so
z(q) ̸= 0. Since any q not collinear with p is not an equilibrium, the equilibrium
is unique.

Since GS holds for aggregate excess demand if each individual excess demand
satisfies GS, we can provide a sufficient condition for GS. Let x(p) be the demand
of any agent, given prices. If x(p) is differentiable, then x(p) satisfies GS if
∂xl/∂pk > 0 whenever k ̸= l. To check this condition, we can use the implicit
function theorem to compute the partial derivatives.

Proposition 7.5. Consider an agent with initial endowment e = (e1, . . . , eL)
′ >

0 and utility function U(x), where x = (x1, . . . , xL)
′. Let p = (p1, . . . , pL)

′ ≫ 0
be the price vector and x = x(p) be the Marshallian demand function. Suppose
that U is strongly monotonic (∇U ≫ 0), twice continuously differentiable, and
∇2U is nonsingular and p′(∇2U)−1p ̸= 0 at x(p). Then x(p) is differentiable at
p and the Jacobian is

Dpx = −λ

(
H − 1

g′Hg
Hg(Hg − x+ e)′

)
, (7.2)

where H = (−∇2U(x))−1, g = ∇U(x), and λ > 0 is the Lagrange multiplier on
the budget constraint.

Proof. The first-order condition for utility maximization is

∇U(x) = λp.

Since U is strongly monotonic, we have λ > 0. Define the mapping F : RL
+ ×

R+ × RL
+ → RL+1 by

F (x, λ, p) =

[
∇U(x)− λp
p′(e− x)

]
.

Given p, the demand x and the Lagrange multiplier λ is the solution of

F (x, λ, p) = 0.
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Now we apply the implicit function theorem to derive the derivative of x
with respect to p. For this purpose, by simple algebra we get

Dx,λF︸ ︷︷ ︸
(L+1)×(L+1)

=

[
∇2U −p
−p′ 0

]
,

DpF︸ ︷︷ ︸
(L+1)×L

=

[
−λI

(e− x)′

]
.

If Dx,λF is nonsingular, by the implicit function theorem we obtain

Dp

[
x
λ

]
= −[Dx,λF ]−1DpF =

[
∇2U −p
−p′ 0

]−1 [
λI

(x− e)′

]
.

It is well known that for

M =

[
A b
b′ c

]
,

where A is symmetric and nonsingular, we have

M−1 =

[
A−1 + 1

kA
−1bb′A−1 − 1

kA
−1b

− 1
k b

′A−1 1
k

]
, (7.3)

where k = c − b′A−1b. Letting A = ∇2U (the Hessian of U), b = −p, and
c = 0, it follows that k = −p′(∇2U)−1p ̸= 0 by assumption. Therefore applying
formula (7.3) for Dx,λF = M , we obtain

Dpx =

(
A−1 +

1

k
A−1bb′A−1

)
λI − 1

k
A−1b(x− e)′

= λA−1 +
1

k
A−1b(A−1(λb)− (x− e))′.

Since λb = −λp = −∇U by the first-order condition, it follows that

Dpx = λ[∇2U ]−1 +
1

p′[∇2U ]−1p
[∇2U ]−1p(−[∇2U ]−1∇U − (x− e))′.

To simplify the notation, let H = −[∇2U ]−1 and g = ∇U = λp. Then the
above expression becomes

Dpx = −λ

(
H − 1

g′Hg
Hg(Hg − x+ e)′

)
,

which is (7.2).

Proposition 7.6 (Hens and Loeffler, 1995). Suppose that the utility function
is additively separable,

U(x1, . . . , xL) =

L∑
l=1

ul(xl),

where each von Neumann-Morgenstern utility function ul has relative risk aver-
sion bounded above by 1:

−xu′′
l (x)

u′
l(x)

≤ 1.
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Then ∂xl

∂pl
< 0 and ∂xl

∂pk
> 0 for l ̸= k, so the demand satisfies the gross substitute

property.

Proof. Since λ > 0 it suffices to show that the diagonal elements of

D = H − 1

g′Hg
Hg(Hg − x+ e)′

are positive and the off-diagonal elements are negative. Since U is additively
separable, H = (−∇2U)−1 is diagonal and its (l, l) element is − 1

u′′
l
> 0. Since

g = ∇U , Hg is an L-vector whose l-th element is − u′
l

u′′
l
> 0. Therefore

g′Hg = −
L∑

k=1

(u′
k)

2

u′′
k

> 0.

Combining everything, g′Hg times the (l, l) element of D is

(g′Hg)Dll =
1

u′′
l

L∑
k=1

(u′
k)

2

u′′
k

−
(
− u′

l

u′′
l

)2

− u′
l

u′′
l

(xl − el)

=
1

u′′
l

∑
k ̸=l

(u′
k)

2

u′′
k

− u′
l

u′′
l

(xl − el). (7.4)

Since the utility function is strongly monotonic, we have

p′(x− e) =

L∑
k=1

pk(xk − ek) = 0.

Multiplying both sides by λ > 0 and using the first-order condition u′
k = λpk,

it follows that
L∑

k=1

u′
k(xk − ek) = 0. (7.5)

Therefore we obtain

(g′Hg)Dll =
1

u′′
l

∑
k ̸=l

(u′
k)

2

u′′
k

− u′
l

u′′
l

(xl − el) (∵ (7.4))

=
1

u′′
l

∑
k ̸=l

(u′
k)

2

u′′
k

+
1

u′′
l

∑
k ̸=l

u′
k(xk − ek) (∵ (7.5))

= − 1

u′′
l

∑
k ̸=l

xku
′
k

(
− u′

k

xku′′
k

− 1 +
ek
xk

)
. (7.6)

If the relative risk aversion of each vNM utility function is less than 1, then

−xku
′′
k

u′
k

≤ 1 ⇐⇒ − u′
k

xku′′
k

≥ 1

for all k, so (7.6) becomes

(g′Hg)Dll ≥ − 1

u′′
l

∑
k ̸=l

u′
kek > 0.
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Since g′Hg > 0, we obtain Dll ≥ 0.
Similarly, the (k, l) element of (g′Hg)D is

(g′Hg)Dkl = −(Hg)k(Hg − x+ e)l =
u′
k(xk)

u′′
k(xk)

(
− u′

l(xl)

u′′
l (xl)

− xl + el

)
.

If −xlu
′′
l (xl)

u′
l(xl)

≤ 1, then − u′
l(xl)

u′′
l (xl)

≥ xl, so since u′
k > 0 and u′′

k < 0, we have

(g′Hg)Dkl ≤
u′
k(xk)

u′′
k(xk)

el < 0.

For u(x) = 1
1−γx

1−γ (u(x) = log x if γ = 1) we have −xu′′(x)
u′(x) = γ. There-

fore for CES utility functions with γ ≤ 1 (in particular, Cobb-Douglas), the
equilibrium is unique.

Bibliographic note

Equilibrium uniqueness is discussed in Mas-Colell et al. (1995, Chapter 17), Hens
and Loeffler (1995), Kehoe (1998), Toda and Walsh (2017), and Geanakoplos
and Walsh (2018b).

Exercises

7.1. This question asks you to show the uniqueness of equilibrium when agents
have exponential utilities.

(i) Let f(x) = − 1
γ e

−γx, where γ > 0. Compute − f ′′(x)
f ′(x) .

(ii) Consider an economy with two goods that can be consumed in any amounts
(positive or negative), and suppose that an agent has endowment e = (a, b)
and an additively separable utility function

U(x, y) = u(x) + v(y),

where u′ > 0, u′′ < 0, and similarly for v. Let p1 = p and p2 = 1 be prices.
Show that the agent’s demand (x, y) satisfies

u′(x)− pv′(pa+ b− px) = 0.

(iii) Regard x, the demand for good 1, as a function of the price p. Show that

∂x

∂p
=

v′(y) + pv′′(y)(a− x)

u′′(x) + p2v′′(y)
,

where y = pa+ b− px.

(iv) Show that
∂x

∂p
= −1− pγv(y)(a− x)

pγu(x) + p2γv(y)
,

where γu(x) = −u′′(x)
u′(x) and similarly for v.
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(v) Suppose that there are I agents indexed by i = 1, . . . , I. Agent i’s endow-
ment is ei = (ai, bi) and the utility function is

Ui(x, y) = − 1

γi

(
αie

−γix + (1− αi)e
−γiy

)
,

where γi > 0 and 0 < αi < 1. Let xi be agent i’s demand for good 1.
Show that

∂xi

∂p
= − 1

γip(1 + p)
+

1

1 + p
(ai − xi).

(vi) Let z1(p) =
∑I

i=1(xi − ai) be the aggregate excess demand for good 1.
Show that if p is an equilibrium price, then z′1(p) < 0.

(vii) Show that the equilibrium is unique.

7.2 (Toda and Walsh, 2017). This question asks you to construct an economy
with multiple equilibria. Consider an economy with two agents and two goods.
Suppose that the utility functions take the CES form

U1(x1, x2) =
1

1− σ

(
ασx1−σ

1 + (1− α)σx1−σ
2

)
,

U2(x1, x2) =
1

1− σ

(
(1− α)σx1−σ

1 + ασx1−σ
2

)
,

where σ > 1 and 0 < α < 1. The initial endowments are e1 = (e, 1 − e) and
e2 = (1− e, e), where 0 < e < 1. Let p1 = 1 and p2 = p be the prices, xil(p) be
agent i’s demand for good l, and

zl(p) =

2∑
i=1

(xil(p)− eil)

be the aggregate excess demand for good l. For notational simplicity, let ε =
1/σ < 1 be the elasticity of substitution.

(i) Compute z1(p).

(ii) Show that z1(0) = 0, z1(1) = 0, and limp→∞ z1(p) = ∞.

(iii) If z′1(1) < 0, show that this economy has at least three equilibria. (Hint:
p = 0 is NOT an equilibrium. Use symmetry.)

(iv) Compute z′1(1), and show that this economy has at least three equilibria
if

ε < 1− 1

2

(
e

α
+

1− e

1− α

)
.

(v) Show that if σ > 2, then we can construct an economy with at least three
equilibria.

(vi) Let σ = 3, α = 1/7, and e = 1/49. Write a computer program that
computes the excess demand z1(p) and plot the results over 10−1 ≤ p ≤
101 in a semi log scale (make sure to plot the horizontal axis so that we
can see where the excess demand is zero). Show that this economy has
three equilibria, p = 1/8, 1, 8.
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7.3. If you give a charity, assuming that the good is valuable and there is no
externality (so you care only about your own consumption and the recipient
cares only about his or her own consumption), you would imagine that you will
be worse off and the recipient better off. This question asks you to show that
this intuition is wrong: by giving a valuable good to another person, you might
actually become better off and hurt the other, so a charity may not benefit the
recipient but instead the donor!

Consider the same economy as above, and assume that

0 <
1

σ
< 1− 1

2

(
e

α
+

1− e

1− α

)
,

so there are at least three equilibria. Suppose that agent 1 gives 0 < t < 1− e
units of good 2 to agent 2, so the endowments are e1 = (e, 1 − e − t) and
e2 = (1− e, e+ t) after the transfer.

(i) Consider the equilibrium price p = 1 when there is no transfer (t = 0). Let
p(t) be the new equilibrium price closest to 1 when |t| is small. Compute
p′(0).

(ii) Consider an agent with CES utility

U(x1, x2) =
1

1− σ

(
ασ
1x

1−σ
1 + ασ

2x
1−σ
2

)
and wealth w > 0. Using the result of Problem Set 1, compute the max-
imum utility of the agent when the price vector is p = (p1, p2) and the
wealth is w > 0.

(iii) Let Vi(p, t) =
1

1−σ log((1− σ)Ui(xi1, xi2)) (which is a monotonic transfor-
mation of U(x1, x2)), where the utility is evaluated at the demand when
the price is (1, p) and the transfer is t. Evaluate the change in welfare
d
dtVi(p(t), t) at t = 0.

(iv) Show that if 1
σ < 1 − 1

2

(
e
α + 1−e

1−α

)
and the current equilibrium price is

(1, 1), then a small gift of good 2 from agent 1 to 2 benefits agent 1 and
hurts agent 2. Using a computer, compute the new equilibrium price and
welfare when σ = 3, α = 1/7, e = 1/49, and t = 10−3, and verify the
above claim.

7.4 (Geanakoplos and Walsh, 2018a). Consider the following general equilib-
rium model. There are three time periods indexed by t = 0, 1, 2. There is a
continuum of ex ante identical agents, where the population is normalized to 1.
At t = 0, agents are endowed with e > 0 units of consumption good. At t = 0,
agents can invest goods in two technologies. One unit of investment in technol-
ogy 1 yields 1 unit of good at t = 1. One unit of investment in technology 2
yields R > 0 units of good at t = 2. Agents get utility only from consumption
at t = 1, 2. At the beginning of t = 1, agents get “liquidity shocks”, and with
probability πi > 0, their utility function becomes

Ui(x1, x2) = (1− βi) log x1 + βi log x2,
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where βi ∈ (0, 1) is the discount factor of type i and
∑I

i=1 πi = 1. Without loss
of generality, assume

β1 < · · · < βI ,

so a type with a smaller index is more impatient. Suppose that the ex ante
utility is

U((xi1, xis)i) =

I∑
i=1

πiαiUi(xi1, xi2),

where αi > 0 is the weight on type i such that

α1 > · · · > αI ,

so agents care about emergencies in the sense that they put more utility weight
on the impatient type. Note that we assume the law of large numbers, so
at t = 1, exactly fraction πi > 0 of agents are of type i. After observing
their patience type at t = 1, agents can trade consumption for t = 1, 2 at a
competitive (Arrow-Debreu) market.

(i) In general, let f, g be strictly increasing functions and X be a random
variable. Prove the Chebyshev inequality

E[f(X)g(X)] ≥ E[f(X)] E[g(X)],

with equality if and only if X is constant almost surely.

(Hint: let X ′ be an i.i.d. copy of X and consider the expectation of the
quantity (f(X)− f(X ′))(g(X)− g(X ′)) ≥ 0.)

(ii) Noting that agents are ex ante identical, at t = 0 they will all make the
same investment decision. let x ∈ (0, e) be the amount of investment
in technology 1 and let (e1, e2) = (x,R(e − x)) be the vector of t =
1, 2 endowments conditional on x. Let (p1, p2) = (1, p) be the price of
consumption at t = 1, 2. Compute type i’s demand for the t = 1, 2 goods
using p, e1, e2.

(iii) For notational simplicity, let β̄ =
∑I

i=1 πiβi be the average discount factor.
Conditional on x, compute the equilibrium price p.

(iv) Let V (x, p) = maxU((xi1, xi2)i) be the agents’ maximized utility condi-
tional on short-term investment x and price p. Noting that agents choose
x optimally given p, compute the equilibrium short-term investment x∗.

(v) Suppose that the government can force the agents to choose a particular
x, without interfering in the subsequent consumption markets at t = 1, 2.
Let p(x) be the price of t = 2 consumption conditional on x derived above.
Prove that

d

dx
V (x, p(x))

∣∣∣∣
x=x∗

> 0,

so welfare locally increases if the government forces the agents to invest
more in the short-term investment technology.
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Chapter 8

Computation of equilibrium

Computing the equilibrium is usually difficult (at least by hand) because for
a given price we need to compute the demand of each agent (solving as many
constrained optimization problems as the number of agents) and then find a
price that clears all markets simultaneously (solving as many nonlinear equations
as the number of goods). We have already seen that when utilities are quasi-
linear, the computation of the equilibrium is straightforward because all we
need is to maximize the sum of the nonlinear part of the utilities subject to the
feasibility constraint, and the Lagrange multiplier will give us the price vector.

This chapter introduces other models for which the computation of equilib-
rium is relatively easy, which is useful for applied works.

8.1 Homothetic preferences

A preference relation ≿ is said to be homothetic if the preference ordering is
unchanged by scaling up or down commodity bundles, that is, for all λ > 0 we
have x ≿ y =⇒ λx ≿ λy. If the preference relation has a utility function
representation u, then it means that u(x) ≥ u(y) =⇒ u(λx) ≥ u(λy). If u
is homogeneous of degree 1, so u(λx) = λu(x) for all λ > 0, then u is clearly
homothetic. The following proposition shows that the converse is true if the
preference is weakly monotonic and continuous.

Proposition 8.1. Let u : RL
+ → R be a weakly monotonic homothetic utility

function that is continuous on RL
++. Then there exists a strictly increasing

function f : R++ → R such that v(x) := f−1(u(x)) is homogeneous of degree 1,
i.e., for all λ > 0 and x ∈ RL

++ we have v(λx) = λv(x).

Proof. Take any a ∈ RL
++ (say a = (1, . . . , 1)′) and define f(t) = u(ta) for t > 0.

Since u is weakly monotonic, f is strictly increasing. Since u is continuous,
so is f . Take any x ≫ 0. Since a ≫ 0, we can take 0 < t1 < t2 such that
0 ≪ t1a ≪ x ≪ t2a. Applying u to both sides, since u is weakly monotonic, we
get

f(t1) = u(t1a) < u(x) < u(t2a) = f(t2).

Since f is continuous and strictly increasing, by the intermediate value theorem
there exists a unique t such that u(x) = f(t) = u(ta). Define v(x) = t =

57
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f−1(u(x)). Since u is homothetic, we have u(λx) = u(λta) = f(λt). Applying
f−1 to both sides, it follows that

v(λx) = f−1(u(λx)) = f−1(f(λt)) = λt = λf−1(u(x)) = λv(x).

Example 8.1. The Cobb-Douglas utility function

u(x1, x2) = α log x1 + (1− α) log x2

is homothetic. In fact, letting f(t) = log t,

v(x1, x2) := f−1(u(x1, x2)) = exp(u(x1, x2)) = xα
1x

1−α
2

is homogeneous of degree 1.

Example 8.2. The CES utility function

u(x1, x2) =
1

1− γ
(α1x

1−γ
1 + α2x

1−γ
2 )

is homothetic. In fact, letting f(t) = 1
1−γ t

1−γ ,

v(x1, x2) = f−1(u(x1, x2)) = ((1− γ)u(x1, x2))
1

1−γ = (α1x
1−γ
1 + α2x

1−γ
2 )

1
1−γ

is homogeneous of degree 1.

Example 8.3. The Leontief utility function

u(x1, x2) = min

{
x1

α1
,
x2

α2

}
is homogeneous of degree 1 and hence homothetic.

A remarkable property of functions that are homogeneous of degree 1 is that
quasi-convexity (concavity) implies convexity (concavity). Let X be a vector
space over R. Recall that a set C ⊂ X is a cone if for any x ∈ C and α ≥ 0, we
have αx ∈ C. The following proposition is slightly stronger than Berge (1963,
p. 208, Theorem 3).

Proposition 8.2. Let X be a vector space and C ⊂ X a convex cone. Suppose
that f : C → R ∪ {±∞} is (i) homogeneous of degree 1, (ii) quasi-convex
(concave), and (iii) either f(x) > 0 for all x ∈ C\ {0} or f(x) < 0 for all
x ∈ C\ {0}. Then f is convex (concave).

Proof. It suffices to show convexity since concavity follows from replacing f by
−f . Let us show

f((1− α)x1 + αx2) ≤ (1− α)f(x1) + αf(x2). (8.1)

Since f is homogeneous of degree 1, we have f(0) = f(0x) = 0f(x) = 0.
If x1 = 0, using homogeneity we obtain

f((1− α)x1 + αx2) = f(αx2) = αf(x2)

= (1− α)0 + αf(x2) = (1− α)f(x1) + αf(x2),
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so (8.1) holds. Similarly, (8.1) holds if x2 = 0.
Suppose x1, x2 ̸= 0. By assumption, f(x1), f(x2) are both nonzero and have

the same sign. Since (8.1) is trivial if α = 0, 1, we may assume α ∈ (0, 1). Then
(1 − α)f(x1) and αf(x2) are also both nonzero and have the same sign. Take
k > 0 such that k(1 − α)f(x1) = αf(x2). Let x̄ = (1 − α)x1 + αx2. Using the
homogeneity and quasi-convexity of f , we obtain

k

1 + k
f(x̄) = f

(
k

1 + k
x̄

)
= f

(
1

1 + k
k(1− α)x1 +

k

1 + k
αx2

)
≤ max {f(k(1− α)x1), f(αx2)} = max {k(1− α)f(x1), αf(x2)} .

Since by construction k(1− α)f(x1) = αf(x2), the last expression is also equal
to

1

1 + k
k(1− α)f(x1) +

k

1 + k
αf(x2) =

k

1 + k
((1− α)f(x1) + αf(x2)).

Therefore
k

1 + k
f(x̄) ≤ k

1 + k
((1− α)f(x1) + αf(x2)),

and dividing both sides by k
1+k > 0, we obtain (8.1).

8.2 Identical homothetic preferences with arbi-
trary endowments

If agents have identical convex homothetic preferences, then the equilibrium
price is the same as in an economy consisting of a single agent (representa-
tive agent) with the same preferences, endowed with the aggregate endowment.
Individual consumption is then the aggregate endowment scaled by individual
wealth.

Proposition 8.3. Consider an economy E = {I, (ei), (ui)} with identical smooth
homothetic preferences, so ui(x) = u(x) = f(v(x)) for all i, where f ′ > 0 and

v is C1 and homogeneous of degree 1. Let e =
∑I

i=1 ei ≫ 0 be the aggre-
gate endowment. If u is weakly monotonic, quasi-concave, and ∇u(e) ̸= 0, then
p = ∇u(e) and the allocation xi =

p·ei
p·e e constitute an equilibrium. If u is strictly

quasi-concave, then the equilibrium is unique.

Proof. Since ∇u(x) = f ′(v(x))∇v(x) by the chain rule, if p = ∇u(e) is a price
vector, so is q = tp = ∇v(e) by setting t = 1

f ′(u(e)) > 0. Therefore without loss

of generality we may assume that u itself is homogeneous of degree 1.
Differentiating u(λx) = λu(x) with respect to x, we get

∇u(λx)λ = λ∇u(x) ⇐⇒ ∇u(λx) = ∇u(x),

so ∇u(x) is homogeneous of degree 0. Let p = ∇u(e) ̸= 0. Since u is weakly
monotonic, we have p > 0. Therefore p · e > 0. Consider the allocation xi =
p·ei
p·e e. Since

I∑
i=1

xi =

I∑
i=1

p · ei
p · e

e =
p · e
p · e

e = e,
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(xi) is feasible. Let

L(x, λi) = u(x) + λi(p · ei − p · x)

be the Lagrangian of the utility maximization problem of agent i. The first-
order condition is ∇u(x) = λip. By setting p = ∇u(e) and λi = 1, since ∇u(x)
is homogeneous of degree 0, the first-order condition holds at xi =

p·ei
p·e e. Hence

by the Karush-Kuhn-Tucker theorem for quasi-concave functions, xi solves the
utility maximization problem. Therefore {p, (xi)} is an equilibrium.

If u is strictly quasi-concave, then the solution to the utility maximization
problem is unique. Since preferences are identical and homothetic, using market
clearing all demands must be a positive multiple of the aggregate endowment.
By the first-order condition, the price vector must be a positive multiple of p =
∇u(e). Since weakly monotonic preferences are locally non-satiated, individual
demand must then be xi =

p·ei
p·e e. Therefore the equilibrium is unique.

The above theorem is sometimes called “Gorman aggregation” after Gorman
(1953). When agents have identical homothetic preferences, we can treat the
economy as if there is a single (representative) agent with the same preferences
consuming the aggregate endowment.1

8.3 Arbitrary homothetic preferences with collinear
endowments

Next we consider arbitrary homothetic preferences but assume that endowments
are collinear, so ei = wie with wi > 0 and

∑I
i=1 wi = 1, where e ∈ RL

++ is the
aggregate endowment and wi > 0 is the wealth share of agent i.

Proposition 8.4. Let everything be as above. Let ui : RL
+ → R be the utility

function of agent i. Suppose that ui is continuous, quasi-concave, homogeneous
of degree 1, and satisfies ∇ui ≫ 0 on RL

++. Let (xi) be an interior feasible

allocation (so xi ≫ 0 for all i and
∑I

i=1 xi ≤ e). Then (xi) is an equilibrium
allocation if and only if it solves the planner’s problem

maximize

I∑
i=1

wi log ui(yi)

subject to

I∑
i=1

yi ≤ e,

in which case the price vector is proportional to the Lagrange multiplier. If each
ui is strictly quasi-concave, then the equilibrium is unique.

Proof. First we need to show that ui(x) ≥ 0 so that log ui(x) makes sense.
Since ui is homogeneous of degree 1, we have ui(λx) = λui(x). Letting λ → 0,
we get ui(0) = 0. Since ui is weakly monotonic, for any x ≫ 0 we have

1Many papers in macroeconomics and finance make such assumptions, although it is quite
unrealistic.
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ui(x) > ui(0) = 0, so log ui(x) is well-defined. By Proposition 8.2, ui(x) is
concave, and so is log ui(x) because log(·) is increasing and concave. Let

L(y1, . . . , yI , p) =

I∑
i=1

wi log ui(yi) + p ·

(
e−

I∑
i=1

yi

)

be the Lagrangian of the planner’s problem, where p ∈ RL
+ is the vector of

Lagrange multipliers. If (xi) is a solution, by the KKT theorem we have

wi
∇ui(xi)
ui(xi)

= p for all i. Since ∇ui(xi) > 0 and ui(xi) > 0, we have p > 0.

To show that {p, (xi)} constitute an equilibrium, it suffices to show agent
optimization and market clearing. Since (xi) solves the planner’s problem, it

is clearly feasible. Let λi =
ui(xi)
wi

> 0. Let us show that xi solves the utility
maximization problem of agent i with Lagrange multiplier λi. To show that
xi satisfies the budget constraint, take any λ > 0 and x ≫ 0. Differentiating
both sides of u(λx) = λu(x) with respect to λ and setting λ = 1, we get
∇u(x) · x = u(x). Therefore

p · xi = wi
∇ui(xi)

ui(xi)
· xi = wi.

Adding across i and using complementary slackness condition, we get

1 =

I∑
i=1

wi = p ·
I∑

i=1

xi = p · e,

so

p · xi = wi = wip · e = p · (wie) = p · ei.

Therefore xi satisfies the budget constraint. Since ∇ui(xi) = λip > 0, by the
KKT theorem xi solves the utility maximization problem.

Conversely, suppose that {p, (xi)} is an equilibrium. By normalizing the
price if necessary, we may assume p · e = 1. Then ∇ui(xi) = λip for some
λi > 0, and hence

ui(xi) = ∇ui(xi) · xi = λip · xi = λip · ei = λiwi ⇐⇒ λi =
ui(xi)

wi
.

Substituting into the first-order condition for utility maximization, we get

∇ui(xi) =
ui(xi)

wi
p ⇐⇒ wi

∇ui(xi)

ui(xi)
= p.

But this equation shows that the first-order condition of the planner’s problem
holds with Lagrange multiplier p. Since each log ui is concave, the first-order
condition is sufficient, so (xi) solves the planner’s problem. If log ui are strictly
concave, then the planner’s problem has a unique solution, so the equilibrium
is unique.

Chipman (1974) shows that aggregation is possible with arbitrary homoth-
etic preferences and collinear endowments, although with a different argument.
Proposition 8.4 is essentially due to Chipman and Moore (1979).



62 CHAPTER 8. COMPUTATION OF EQUILIBRIUM

8.4 Aggregation with HARA preferences

So far we assumed that preferences are homothetic. What if preferences are non-
homothetic? Under certain conditions, the economy still admits a representative
agent and therefore the computation of equilibrium is straightforward.

8.4.1 Risk aversion

To deal with this case, it would be more convenient to interpret goods as the
same physical good but available in different states, so we label goods by s =
1, 2, . . . , S instead of l = 1, 2, . . . , L. Let πs > 0 be the probability of state s
and consider an agent (investor) with expected utility

E[u(x)] =

S∑
s=1

πsu(xs),

where x = (x1, . . . , xS) is the consumption bundle and u′ > 0 (increasing) and
u′′ < 0 (concave).

Suppose that the investor has initial wealth w. Let ϵ be a small gamble, so
E[ϵ] = 0. Consider the following two options.

(i) The gamble enters the investor’s wealth additively, so his expected utility
is E[u(w + ϵ)].

(ii) The investor does not hold the gamble but gives up a > 0, so his utility is
u(w − a).

When is the investor indifferent between these two options? Of course, the
answer is when a satisfies

E[u(w + ϵ)] = u(w − a).

Noting that ϵ is a small gamble, we can Taylor-expand the left-hand side to the
second order:

E[u(w + ϵ)] ≈ E

[
u(w) + u′(w)ϵ+

1

2
u′′(w)ϵ2

]
= u(w) +

1

2
u′′(w)Var[ϵ],

where I used E[ϵ] = 0 and E[ϵ2] = Var[ϵ]. (The reason why I expanded to the
second order is because the first order term is zero.) Similarly, Taylor-expanding
the right-hand side to the first order, we get

u(w − a) ≈ u(w)− u′(w)a.

Putting everything together and replacing ≈ by =, we get

E[u(w + ϵ)] = u(w − a) ⇐⇒ u(w) +
1

2
u′′(w)Var[ϵ] = u(w)− u′(w)a

⇐⇒ a = −u′′(w)

u′(w)

Var[ϵ]

2
.

The last equation shows that the investor should give up an amount proportional
to the variance in order to avoid the risk. The term

ARA(w) = −u′′(w)

u′(w)
> 0
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is called the absolute risk aversion coefficient at wealth w. ARA is sometimes
referred to as the Arrow-Pratt measure of absolute risk aversion, after Arrow

(1964) and Pratt (1964). The reciprocal of the absolute risk aversion − u′(w)
u′′(w) is

called the absolute risk tolerance.

8.4.2 HARA utility function

In applied work, it is often convenient when the risk tolerance is linear in wealth,
so

− u′(w)

u′′(w)
= aw + b

for some constants a, b. (Here we consider only the wealth level for which aw+
b > 0.) Such a utility function is called linear risk tolerance, or LRT for short.
Since the absolute risk aversion is

−u′′(w)

u′(w)
=

1

aw + b
,

whose graph is a hyperbola, it is also called hyperbolic absolute risk aversion,
or HARA for short. We can easily characterize all HARA utilities by solving a
differential equation. Assume a ̸= 0. Integrating once, we get

log u′(w) = −1

a
log(aw + b) + constant.

Taking the exponential, we get

u′(w) = C(aw + b)−
1
a

for some C > 0. Assuming a ̸= 1 and integrating once again, we get

u(w) =
C

a− 1
(aw + b)1−

1
a +D,

where D is some constant. Since C,D merely defines an affine transformation,
they do not affect the ordering of expected utility. Therefore without loss of
generality we may assume C = 1 and D = 0. We can also consider the cases
a = 0, 1 separately, and the result is

u(w) =


1

a−1 (aw + b)1−1/a, (a ̸= 0, 1)

−be−w/b, (a = 0)

log(w + b). (a = 1)

Example 8.4. If we set a = 1
γ and b = 0, then we get

u(w) =
1

1
γ − 1

(w/γ)1−γ =
γγ

1− γ
w1−γ ,

which is the same as the CES utility function.

Example 8.5. If we set a = 1 and b = 0, then we get u(w) = logw, which
is the same as Cobb-Douglas. If a = 1 but b < 0, then the utility function is
sometimes called Stone-Geary.2

Example 8.6. If we set a = −1 and b > 0, then we get u(w) = − 1
2 (b − w)2,

the quadratic utility.
2https://en.wikipedia.org/wiki/Stone-Geary_utility_function

https://en.wikipedia.org/wiki/Stone-Geary_utility_function
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8.4.3 Aggregation

When agents have HARA preferences with identical parameter a, then the econ-
omy admits a representative agent.

Proposition 8.5. Let E = {I, (ei), (ui)} be an economy with HARA utilities.
Let (ai, bi) be the HARA parameter of agent i, where ai = a is common across
agents. Then the economy admits a HARA representative agent with parameter
(a, b), where b =

∑I
i=1 bi. Letting e =

∑I
i=1 ei be the aggregate endowment, the

price is given by

ps =

{
πs(aes + b)−

1
a , (a ̸= 0)

πse
− es

b . (a = 0)

The allocation satisfies{
axis + bi = λ−a

i (aes + b), (a ̸= 0)
xis

bi
= − log λi +

es
b , (a = 0)

where λi > 0 is agent i’s Lagrange multiplier that is determined from the budget
constraint.

Proof. Assume a ̸= 0. (The case a = 0 is left as an exercise.) Let {p, (xi)} be
an equilibrium. By the first-order condition of agent i with respect to good s,
we obtain

πs(axis + bi)
− 1

a = λips,

where λi > 0 is the Lagrange multiplier. Using this equation for general s and
s = 1 to eliminate λi, we obtain

πs

ps
(axis + bi)

− 1
a =

π1

p1
(axi1 + bi)

− 1
a

⇐⇒
(
πs

ps

)−a

(axis + bi) =

(
π1

p1

)−a

(axi1 + bi).

Adding across agents, using market clearing, and letting es =
∑I

i=1 eis be the
aggregate endowment in state s, we obtain(
πs

ps

)−a

(aes + b) =

(
π1

p1

)−a

(ae1 + b) ⇐⇒ πs

ps
(aes + b)−

1
a =

π1

p1
(ae1 + b)−

1
a .

Therefore the quantity λ := πs

ps
(aes + b)−

1
a does not depend on s. Since price

levels do not matter for equilibrium, without loss of generality we may assume
λ = 1 and hence

πs(aes + b)−
1
a = ps.

However, this is precisely the first-order condition of the representative agent
with HARA utility (a, b) consuming the aggregate endowment, where the La-
grange multiplier is λ = 1. Substituting this price into agent i’s first-order
condition, we obtain

πs(axis + bi)
− 1

a = λiπs(aes + b)−
1
a ⇐⇒ axis + bi = λ−a

i (aes + b).



Chapter 9

International trade

9.1 Numerical example of Ricardo’s model

Consider an economy with two countries, A,B. Think of country A as developed
and B as developing. Country A and B have labor endowment eA = 1 and
eB = 2, respectively. Each country produces two identical consumption goods,
1, 2. Technology is linear: if country i employs labor e in technology l, it
produces aile units of good l, where ail > 0 is productivity. Assume

(aA1, aA2, aB1, aB2) = (10, 5, 4, 1),

so country A is way more productive. (Think of good 1 as agricultural prod-
uct and good 2 as high-tech manufacturing.) Assume each country has utility
function

u(x1, x2) = x1x2.

Note that this utility function is the same as the Cobb-Douglas utility function

1

2
log x1 +

1

2
log x2.

First let us compute the equilibrium when there is no international trade
(this is called autarky).

Country A Let the price be p1 = 1, p2 = p, and the wage be w. Since
labor supply is eA = 1, the labor income (also GDP) is weA = w. Using the
Cobb-Douglas formula, the demand of each good is

(x1, x2) =

(
w

2
,
w

2p

)
.

Assume that the firm producing good l hires labor el. Noting that the output
of good l is yl = aAlel, firm l’s profit is

plaAlel − wel = (plaAl − w)el.

The firm maximizes profit. Since the profit function is linear in labor input el,
in order for a maximum to exist the slope must be zero. Therefore w = plaAl.

65
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It follows that w = p1aA1 = 10 and p = p2 = w/aA2 = 10/5 = 2. Substituting
into the demand above, we get

(x1, x2) =

(
w

2
,
w

2p

)
=

(
5,

5

2

)
.

Utility is

u(x1, x2) = x1x2 =
25

2
.

We have not used market clearing yet. In order to consume 5 units of good
1 using the technology y1 = 10e1, it has to be e1 = 5/10 = 1

2 . Therefore
e2 = eA − e1 = 1

2 , so labor is equally divided between the two industries. Note
that x2 = 5/2 = aA2e2, as it should be.

Country B This is left as an exercise. The answer should be w = 4, p2 = 4,
(x1, x2) = (4, 1) with utility level 4, and labor allocation (e1, e2) = (1, 1).

Free trade Assume now that there is international trade, so labor cannot
move across countries but goods are free to move. In reality people often mis-
understand the benefit of free trade. For example, in the above example the
wage in country A is two times that in country B, so residents of country A
might fear that domestic jobs will be lost by opening up to trade. On the other
hand, since the industries of country B are much less productive, residents of
country B might fear that domestic industries will decline by opening up to
trade. Both opinions are incorrect. To see this, let us compute the international
trade equilibrium.

Computing the equilibrium for Ricardo’s model of international trade re-
quires some guesswork. First, note that in autarky the price of good 2 is p2 = 2
in country A and p2 = 4 in country B. Since good 2 is much more expensive in
country B, after free trade it is reasonable to assume that country B will import
good 2 and export good 1. The opposite is true for country A. Let p1 = 1 and
p2 = p be the world price in free trade. Since country A produces good 2 (since
it is exporting), by firm’s profit maximization we have

p2aA2 − wA = 0 ⇐⇒ wA = 5p.

Since labor endowment is eA = 1, total labor income (GDP) is wAeA = 5p.
Using the Cobb-Douglas formula, the demand of country A is

(xA1, xA2) =

(
5p

2
,
5

2

)
.

We do the same for country B. Since country B produces good 1, by firm’s
profit maximization we have

p1aB1 − wB = 0 ⇐⇒ wB = 4.

Since labor endowment is eB = 2, total labor income is wBeB = 8, and the
demand of country B is

(xB1, xB2) =

(
4,

4

p

)
.
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Now we compute the equilibrium, which is where we have to guess (or com-
pare two cases). Suppose that country B also produces good 2. Then by the
same argument as in the autarky case, we have p = 4, so the aggregate demand
of good 1 is

5p

2
+ 4 = 10 + 4 = 14.

Since both countries cannot be producing both goods (otherwise the price must
be 2 and 4 at the same time, which is impossible), it must be the case that
country B is producing the entire amount of good 1 in the world. Since the
labor endowment of country B is eB = 2, the maximum amount of good 1
country B can produce is

aB1eB = 4× 2 = 8 < 14,

so the market cannot clear.
Now suppose that country A also produces good 1. Then by the same

argument as in the autarky case, we have p = 2, so the aggregate demand of
good 2 is

5

2
+

4

p
=

5

2
+ 2 =

9

2
.

Since both countries cannot be producing both goods (otherwise the price must
be 2 and 4 at the same time, which is impossible), it must be the case that
country A is producing the entire amount of good 2 in the world. Since the labor
endowment of country A is eA = 1, the necessary labor input for producing good
2 to clear market is

9

2
= aA2eA2 ⇐⇒ eA2 =

9

10
,

which is feasible.
Therefore the equilibrium price is (p1, p2) = (1, 2), consumption is (xA1, xA2) =

(5, 5/2) and (xB1, xB2) = (4, 2), and labor allocation is (eA1, eA2) = (1/10, 9/10)
and (eB1, eB2) = (2, 0). Note that the consumption of country A is the same in
autarky and in free trade equilibrium, but the consumption of country B has
changed from (4, 1) to (4, 2). Therefore free trade is Pareto improving, and the
more inefficient country B gained from trade.

9.2 General case and comparative advantage

Now consider the more general case where there are two countries i = A,B and
L goods l = 1, . . . , L. Country i has labor endowment ei and can produce good
l according to the technology y = aile, where e is labor input and y is output of
good l. We can do as follows to solve for the free trade equilibrium. First, for
each good compute the ratio of productivities (called comparative advantage of
country A over B for good l) aAl/aBl and relabel the goods so that

aA1

aB1
> · · · > aAL

aBL
.

This inequality shows that country A is relatively most productive in producing
good 1, and relatively least productive in producing good L.

Let us show that in equilibrium countries specialize in the production of
goods that they have comparative advantage. In particular, there exists a good
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l∗ such that all goods l < l∗ are produced by country A, and all goods l > l∗

are produced by country B. (The good l∗ may or may not be produced by both
countries.) Here is the proof. Let

l∗ = max
l

{good l is produced by country A} .

By definition, all goods l > l∗ are produced by country B. To show that all
goods l < l∗ are produced by country A, suppose on the contrary that there is a
good l < l∗ produced by country B. Then by the zero profit condition we have

plaBl = wB .

Good l∗ may or may not be produced by country B, but in any case B cannot
be making positive profit. Therefore

pl∗aBl∗ ≤ wB .

By definition, good l∗ is produced by country A. By the zero profit condition,
we have

pl∗aAl∗ = wA.

Good l may or may not be produced by country A, but in any case A cannot
be making positive profit. Therefore

plaAl ≤ wA.

Dividing the fourth equation by the first, we obtain

aAl

aBl
≤ wA

wB
.

Dividing the third equation by the second, we obtain

aAl∗

aBl∗
≥ wA

wB
.

Therefore
aAl

aBl
≤ aAl∗

aBl∗
,

which contradicts the assumption aAl

aBl
> aAl∗

aBl∗
.

Therefore in equilibrium there is some good l∗ such that

(i) if l < l∗, then only country A produces good l, and

(ii) if l > l∗, then only country B produces good l.

So in principle, you can compute the equilibrium by the following algorithm.

(i) Given prices p1, p2, . . . , pL and wages wA, wB , for each country i solve the
utility maximization problem

maximize ui(x)

subject to p · x ≤ wiei.

Let the demand be xi(p, wiei).
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(ii) For each good l∗ = 1, . . . , L, do the following.

(a) Given the wages wA, wB , compute the goods’ prices by

plail = wi ⇐⇒ pl =


wA

aAl
, (l < l∗)

wA

aAl
= wB

aBl
, (l = l∗)

wB

aBl
. (l > l∗)

Since we can always normalize one price, set pl∗ = 1. Looking at the
case l = l∗, then we have wA = aAl∗ and wB = aBl∗ . Then all other
prices are pinned down by the cases l < l∗ and l > l∗. Namely, we
have

pl =


aAl∗
aAl

, (l < l∗)

1, (l = l∗)
aBl∗
aBl

. (l > l∗)

(b) Plug in these prices and wages into the formula for the demand
xi(p, wiei) and compute the demand of country A and B. Let xil

be the demand of good l by country i.

(c) Country A must produce the entire amount of goods l < l∗. So the
labor input for good l must be

xAl + xBl = aAleAl ⇐⇒ eAl =
xAl + xBl

aAl
.

Compute total labor inputs except good l∗, that is,

l∗−1∑
l=1

eAl.

If this number exceeds total labor endowment eA, it cannot be an
equilibrium. So stop and go to the next l∗.

Similarly, country B must produce the entire amount of goods l > l∗,
so the labor input for good l must be

xAl + xBl = aBleBl ⇐⇒ eBl =
xAl + xBl

aBl
.

Compute total labor inputs except good l∗, that is,

L∑
l=l∗+1

eBl.

If this number exceeds total labor endowment eB , it cannot be an
equilibrium. So stop and go to the next l∗.

(iii) Repeat the above step until you find a good l∗ such that

l∗−1∑
l=1

eAl ≤ eA and

L∑
l=l∗+1

eBl ≤ eB .



70 CHAPTER 9. INTERNATIONAL TRADE

This good l∗ gives the equilibrium. The labor input for producing good
l∗ is

eA −
l∗−1∑
l=1

eAl

for country A and

eB −
L∑

l=l∗+1

eBl

for country B.

In summary, Ricardo’s model of international trade can be defined as fol-
lows. There are two countries and multiple consumption goods. Each country
has a linear production technology to produce the goods from labor alone. In
equilibrium, each country specializes in the production of goods that they have
comparative advantage (goods that they are relatively more efficient to pro-
duce), except possibly one good that both countries produce. In equilibrium
typically both countries will gain from trade (unless one country is so big that
it is producing all goods, that is, either l∗ = 1 or l∗ = L). Contrary to intu-
ition, free trade is especially beneficial for the small, inefficient country. This is
because every country has a comparative advantage in at least one good, so the
inefficient country can focus on the good that it has comparative advantage and
import other goods much cheaper than if it had relied on domestic production.

9.3 Free trade in small open economies

From the above discussion, you might get an impression that free trade is great.
But this is not necessarily the case. Consider a country with two agents, i =
1, 2. Suppose that there are two goods and the endowment is e1 = (9, 1) and
e2 = (1, 9). Everybody has the utility function

u(x1, x2) = x1x2,

which is the same as the Cobb-Douglas utility function

u(x1, x2) =
1

2
log x1 +

1

2
log x2.

Since the two agents are symmetric in endowment and the utility function is
symmetric in the two goods, it should not be hard to guess that the autarky
equilibrium is (p1, p2) = (1, 1) and consumption is x1 = x2 = (5, 5). The utility
level is 5× 5 = 25.

Now suppose that this country opens up to international trade and the world
price becomes (p1, p2) = (1, 2). What would happen to the consumption of each
agent? By the Cobb-Douglas formula, letting wi be the wealth of agent i, the
consumption is

(xi1, xi2) =

(
wi

2p1
,
wi

2p2

)
.

Under the new price, the wealth of agent 1 is 1 × 9 + 2 × 1 = 11. Using this
formula, the consumption of agent 1 is

(x11, x12) =

(
11

2
,
11

4

)
.
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Similarly, the wealth of agent 2 is 1× 1 + 2× 9 = 19 and the consumption is

(x21, x22) =

(
19

2
,
19

4

)
.

The utility of agent 1 becomes

u1 =
11

2
× 11

4
=

121

8
= 15.125 < 25

and the utility of agent 2 becomes

u2 =
19

2
× 19

4
=

361

8
= 45.125 > 25.

Therefore agent 2 gains from trade but agent 1 loses.
What has happened? The point is that after free trade, good 2 has become

relatively more expensive than good 1. Since agent 2 has a large endowment
of good 2, he has become rich. On the other hand, since agent 1 has a large
endowment of the cheap good 1 but only a small endowment of the expensive
good 2, he has become poor. Thus free trade is not necessarily Pareto improving
when residents of a country have different endowments.

Should the government of the country be concerned about the potential loss
of agent 1 and restrict trade? No. There is a way to make everybody better
off. At the world price (p1, p2) = (1, 2), the old consumption of each agent (5, 5)
has value 1 × 5 + 2 × 5 = 15. On the other hand, the value of the endowment
of each agent is 11 and 19, as computed above. So if the government imposes
a direct tax on agent 2 and transfer the revenue to agent 1, we can make both
agents better off. Suppose, for instance, that the government impose tax t2 = 4
on agent 2 and t1 = −4 on agent 1. Then both agents will have wealth 15 after
the transfer. Given world price (p1, p2) = (1, 2) and the Cobb-Douglas formula,
both agents can now consume

(xi1, xi2) =

(
15

2
,
15

4

)
,

which gives utility
15

2
× 15

4
=

225

8
= 28.125 > 25.

Thus both agents are better off than autarky, after free trade and the direct tax
system.

The above example can be generalized as follows. Consider a country with
I agents with endowments (ei) and utility functions (ui). Let {pa, (xa

i )} be the
autarky equilibrium. The following theorem shows that for a “small” country,
unilateral free trade is Pareto improving after appropriate transfers.

Theorem 9.1. Suppose that the country is small and therefore it takes world
price p as given. Then there exist transfer payments (ti) such that the free trade

allocation weakly Pareto dominates the autarky allocation. More precisely, if xf
i

solves

maximize ui(x)

subject to p · x ≤ p · ei − ti,

then the free trade allocation (xf
i ) weakly Pareto dominates the autarky alloca-

tion (xa
i ).
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Proof. By market clearing, we have
∑I

i=1 x
a
i ≤

∑I
i=1 ei. Therefore, for each i

we can take a bundle yi such that yi ≥ xa
i and

∑I
i=1 yi =

∑I
i=1 ei. Choose ti so

as to make the bundle yi just affordable at the world price, so

p · yi = p · ei − ti ⇐⇒ ti = p · (ei − yi).

By construction, we have∑
i

ti =
∑
i

p · (ei − yi) = p ·
∑
i

(ei − yi) = 0,

so the transfer payments (ti) are budget balanced. By the definition of yi, we
have

p · xa
i ≤ p · yi = p · ei − ti,

so the bundle xa
i is affordable at world price p. Therefore ui(x

f
i ) ≥ ui(x

a
i ) for

all i, and (xf
i ) weakly Pareto dominates (xa

i ).

9.4 Free trade in general equilibrium

The above theorem shows that free trade is always good for small countries,
at least after appropriate direct taxes/subsidies. This is an example of partial
equilibrium analysis: we are fixing the world price and ignoring the general
equilibrium effect of a country opening up to trade. If a country is big, it
will affect the world price by opening up to free trade. Since the transfers (ti)
and the world price p will interact with each other, the above proof cannot be
applied.

However, even if countries are big, we can show that a multilateral free trade
is efficient and Pareto improving. Consider a world consisting of I agents with
endowments (ei). Suppose that there are C countries indexed by c = 1, . . . , C.
Let Ic be the set of residents in country c.

Theorem 9.2 (Efficiency of free trade with transfers). There exist transfer
payments that are budget-feasible within each country such that the free trade
equilibrium is efficient and weakly Pareto dominates the autarky equilibrium.

More precisely, let Ec = {Ic, (ei), (ui)} be the economy of country c and
(pc, (xa

i )i∈Ic) be an autarky equilibrium in country c. Let E = {I, (ei), (ui)}
be the world economy, where ui is continuous, quasi-concave, and locally non-
satiated. Then there exist a price vector p, an allocation (xf

i ), and transfer
payments (ti) such that

(i) (p, (xf
i ), (ti)) is a free trade equilibrium with transfer payments,

(ii) for each country c, transfer payments are budget-feasible, so
∑

i∈Ic
ti = 0,

(iii) the free trade allocation (xf
i ) weakly Pareto dominates the autarky alloca-

tion (xa
i ), that is, ui(x

f
i ) ≥ ui(x

a
i ) for all i, and

(iv) the free trade allocation (xf
i ) is Pareto efficient.
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Proof. By market clearing in country c, we have
∑

i∈Ic
(xa

i − ei) ≤ 0. For each
i, take yi such that yi ≥ xa

i and
∑

i∈Ic
(yi− ei) = 0. Let E ′ = {I, (yi), (ui)} be a

hypothetical world economy where agent i starts with the initial endowment yi

that is weakly larger than the autarky equilibrium allocation. Let
{
p, (xf

i )
}
be

the equilibrium for the world economy E ′. By the first welfare theorem, (xf
i ) is

efficient. To support this allocation in free trade with transfer payments in the
original economy, let ti = p · (ei − yi). By the definition of yi, as in the proof of

the previous theorem, we have
∑I

i∈Ic
ti = 0. Therefore the government budget

balances within each country. Since
{
p, (xf

i )
}

is a competitive equilibrium

of E ′ (which has endowments yi) and p · yi = p · ei − ti by the definition of

ti, it follows that (p, (xf
i ), ti) is an equilibrium with transfer payments for the

economy E . Since xa
i ≤ yi for all i and yi is affordable after the transfer, so

is the autarky consumption xa
i . Therefore ui(x

f
i ) ≥ ui(x

a
i ) for all i, and the

free trade (with transfer) allocation (xf
i ) weakly Pareto dominates the autarky

allocation (xa
i ).

9.5 Trade costs

So far we have assumed that goods can be freely transported across countries.
But in reality there are costs to transport goods from one location to another.
How should we deal with trade costs? Surprisingly, all we need to do is to
redefine the goods.

Remember that in general equilibrium theory, goods are distinguished not
only by physical properties but also by time, location, and states in which the
good can be consumed. So a banana in Canada is different from a banana in
Ecuador. How should we modify the model, then? Conceptually, that is not
difficult. Suppose that it takes one unit of petrol to ship one unit of banana
from Ecuador to Canada. We can interpret transportation as a technology that
turns some goods into others; here, one unit of banana in Ecuador and one unit
of petrol in Ecuador is transformed into one unit of banana in Canada. Then
a model of international trade with transportation costs is merely a general
equilibrium with many goods and many production technologies!

For example, suppose that there are I agents, C countries, and L physical
goods (no production, for simplicity). Reinterpret the economy such that there
are LC goods, where good (l, c) is physical good l in country c. Each agent gets
utility only from consumption of good available in the country he or she lives
in. Country c has access to a transportation technology set Yc ⊂ RLC . Thus
the general equilibrium theory requires no modification—a general equilibrium
model of international trade with transportation cost is a special case of a bigger
general equilibrium model with production.

Notes

Theorem 9.1 is due to Samuelson (1939). Theorem 9.2 is due to Grandmont
and McFadden (1972).
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Chapter 10

Finance

Recall that a general equilibrium model with uncertainty becomes a model of
finance when we distinguish goods by the states in which they are available. I
first introduce no-arbitrage asset pricing, whose goal is to compute the prices of
some assets given the prices of other assets. This model is useful for computing
the prices of derivatives. We can derive the capital asset pricing model by
studying a general equilibrium model with HARA and quadratic utility.

10.1 No-arbitrage asset pricing

Consider an economy with two periods, denoted by t = 0, 1. Suppose that at
t = 1 the state of the economy can be one of s = 1, . . . , S. There are J assets in
the economy, indexed by j = 1, . . . , J . One share of asset j trades for price qj
at time 0 and pays Asj in state s. (It can be Asj < 0, in which case the holder
of one share of asset j must deliver −Asj > 0 in state s.) Let q = (q1, . . . , qJ)
the vector of asset prices and A = (Asj) be the matrix of asset payoffs. Define

W = W (q, A) =

[
−q′

A

]
be the (1 + S) × J matrix of net payments of one share of each asset in each
state. Here, state 0 is defined by time 0 and the presence of −q = (−q1, . . . ,−qJ)
means that in order to receive Asj in state s one must purchase one share of
asset j at time 0, thus paying qj (receiving −qj).

Let θ ∈ RJ be a portfolio. (θj is the number of shares of asset j an investor
buys. θj < 0 corresponds to shortselling.) The net payments of the portfolio θ
is the vector

Wθ =

[
−q′θ
Aθ

]
∈ R1+S .

Here the investor pays q′θ at t = 0 for buying the portfolio θ, and receives (Aθ)s
in state s at t = 1.

Let ⟨W ⟩ =
{
Wθ

∣∣ θ ∈ RJ
}

⊂ R1+S be the set of payoffs generated by all
portfolios, called the asset span. We say that the asset span ⟨W ⟩ exhibits no-
arbitrage if

⟨W ⟩ ∩ R1+S
+ = {0} .

75
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That is, it is impossible to find a portfolio that pays a non-negative amount in
every state and a positive amount in at least one state. Then we can show the
following theorem, due to Harrison and Kreps (1979).

Theorem 10.1 (Fundamental Theorem of Asset Pricing). The asset span ⟨W ⟩
exhibits no-arbitrage if and only if there exists p ∈ RS

++ such that [1, p′]W = 0.
In this case, the asset prices are given by

qj =

S∑
s=1

psAsj .

ps > 0 is called the state price in state s.

Proof. Suppose that such a p exists. If 0 ̸= w = (w0, . . . , wS) ∈ R1+S
+ , then

[1, p′]w = w0 +

S∑
s=1

psws > 0,

so w /∈ ⟨W ⟩ because [1, p′]W = 0. This shows ⟨W ⟩ ∩ R1+S
+ = {0}.

Conversely, suppose that there is no arbitrage. Then ⟨W ⟩ ∩ ∆ = ∅, where
∆ =

{
w ∈ R1+S

+

∣∣∣∑S
s=0 ws = 1

}
is the unit simplex. Clearly ⟨W ⟩ ,∆ are con-

vex and nonempty, and ∆ is compact. By the (strong version of) separating
hyperplane theorem, we can find 0 ̸= λ ∈ R1+S such that

⟨λ,w⟩ < ⟨λ, d⟩ (10.1)

for any w ∈ ⟨W ⟩ and d ∈ ∆. Let us show that λ′W = 0. Suppose not. Consider
the portfolio θ = αW ′λ ∈ RJ , where α > 0. Then by (10.1), for w = Wθ we
obtain

⟨λ, d⟩ > ⟨λ,w⟩ = ⟨λ,W (αW ′λ)⟩ = αλ′WW ′λ = α ∥λ′W∥2 → ∞

as α → ∞ because λ′W ̸= 0, which is a contradiction. Therefore λ′W = 0, so
⟨λ,w⟩ = 0 for all w ∈ ⟨W ⟩. Then (10.1) becomes

0 < ⟨λ, d⟩

for all d ∈ ∆. Letting d = es (unit vector) for s = 0, 1, . . . , S, we get λs > 0.
Dividing both sides of λ′W = 0 by λ0 > 0 and letting ps = λs/λ0 for s =
1, . . . , S, the vector p = (p1, . . . , pS) satisfies p ≫ 0 and [1, p′]W = 0. Writing

down this equation component-wise, we get qj =
∑S

s=1 psAsj .

Since ps > 0 for all s, we have
∑S

s=1 ps > 0. Since the risk-free asset pays 1
in every state, its price is

1

1 + r
=

S∑
s=1

ps > 0.

Letting νs = ps/
∑

s ps > 0, we have
∑

s νs = 1 and

qj =
1

1 + r

S∑
s=1

νsAsj =
1

1 + r
Ẽ[Asj ].
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Therefore the asset price is the discounted expected payoff of the asset using
the risk-neutral probability measure {νs}. This formula is useful for computing
option prices in continuous time. For more details, see Duffie (2001).

Letting πs be the objective probability of state s and ms =
ps

πs
, we have

qj =

S∑
s=1

psAsj =

S∑
s=1

πsmsAsj = E[mAj ].

The random variable m is called the stochastic discount factor, or SDF for short.
Letting Rj = Aj/qj be the gross return of the asset, we have

E[mRj ] = 1

for any asset. The risk-free rate Rf satisfies E[mRf ] = 1 ⇐⇒ Rf = 1/E[m].
Using the definition of the covariance,

Cov[X,Y ] = E[(X − E[X])(Y − E[Y ])] = E[XY ]− E[X] E[Y ],

we obtain

0 = E[m(Rj −Rf )] = E[m](E[Rj ]−Rf ) + Cov[m,Rj −Rf ]

⇐⇒ E[Rj ]−Rf = − 1

E[m]
Cov[m,Rj −Rf ]

= −Rf Cov[m,Rj ],

which is known as the covariance pricing formula.

10.2 Option pricing

As an application of the no-arbitrage asset pricing, in this section I explain the
binomial option pricing model of Cox et al. (1979).

Consider a T period economy, and time is indexed by t = 0, 1, . . . , T . Sup-
pose that there are two assets, a stock and a bond. The gross risk-free rate is
constant at R, and the stock price at time t is denoted by St, which is a random
variable. Assume that the stock can go up or down, so

St+1 =

{
USt, (if stock goes up)

DSt, (if stock goes down)

where U > R > D. Question: what is the price of a call option with strike K?
This question seems hopeless to answer since we have not even specified the

probabilities of up and down. It turns out that the answer does not depend on
the probability, so an optimist and a pessimist will still agree on the price of
the option.

Recall that a call (put) option with strike price K and maturity T is a
contract such that the holder has the right (but not the obligation) to buy (sell)
the stock at price K until the maturity. The act of buying/selling the stock at
the specified price is called exercising. If the investor can exercise the option
at any time on or before maturity, it is called American. If the option can be



78 CHAPTER 10. FINANCE

exercised only at maturity, it is called European. For more details see textbooks
such as Shreve (2004).

Let us compute the price of a European call option. First, consider the
simplest case where there is no time, so T = 0. Let C be the call price. If
the investor exercises the option, he gets S0 −K by buying the stock at strike
price K and selling at the market value S0. If the investor does not exercise
the option, it expires, and he gets 0. A rational investor will choose the better
alternative, so

C = max {S0 −K, 0} .
Next, consider the case with one period to go. If the stock price goes up at

t = 1, by the above argument the option price becomes Cu = max {US0 −K, 0}.
Similarly, in the down state at t = 1, the option price is Cd = max {DS0 −K, 0}.
Letting ps be the state price of state s = u, d, by no-arbitrage we have

C = puCu + pdCd.

Therefore it remains to compute pu, pd. To this end we use the no-arbitrage
condition for the stock and bond. Since the stock price is S0 at t = 0, and it is
US0 in the up state and DS0 in the down state, we have

S0 = puUS0 + pdDS0 ⇐⇒ 1 = puU + pdD.

Since the risk-free asset pays R in all states for one unit of money invested, we
have

1 = puR+ pdR.

Solving the system of two linear equations in two unknowns, we get[
pu
pd

]
=

1

R

[
p

1− p

]
,

where p = R−D
U−D . Therefore the call price is

C =
1

R
(pCu + (1− p)Cd) =

1

1 + r
Ẽ[Cs],

where r is the net risk-free rate and Ẽ denotes the expectation under the risk-
neutral probability p.

The general case is completely analogous. If there are T periods to go, payoffs
must be discounted by RT . Since there are two states (up or down) following any
state, the risk-neutral probability is (p, 1− p) each, the risk-neutral probability
at T is a binomial distribution with probability p. The probability that there
are n up states is

(
T
n

)
pn(1 − p)T−n, and in this case the final stock price is

ST = UnDT−n. Thus the price of a European call option must be

C =
1

RT

T∑
n=0

(
T

n

)
pn(1− p)T−n max

{
UnDT−nS0 −K, 0

}
.

The pricing of European put option is also analogous. Recalling that the payoff
of a put when the stock price is S and the strike is K is P = max {K − S, 0},
by the same argument the price of a European put is

P =
1

RT

T∑
n=0

(
T

n

)
pn(1− p)T−n max

{
K − UnDT−nS0, 0

}
.
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An important property of the European options is the put-call parity:

C − P = S0 −KR−T

always. Therefore if we know the call price, we can compute the put price by
P = C − S0 + KR−T , so we do not need to repeat the calculation. To prove
the put-call parity, note that the payoff of a call is max {ST −K, 0}, and that
of the put is max {K − ST , 0}. But since

max {ST −K, 0} −max {K − ST , 0} = max {ST −K, 0}+min {ST −K, 0}
= ST −K,

if someone buys one call and short one put, the terminal payoff is equal to that
of holding the stock and paying K at the terminal date. The present value of
this portfolio is exactly S0 −KR−T , so the put-call parity holds.

10.3 Capital Asset Pricing Model (CAPM)

No-arbitrage asset pricing tells us that under fairly weak conditions (absence
of arbitrage), there exist state prices. This theorem enables us to compute
the prices of derivatives given the prices of fundamental assets. However, no-
arbitrage asset pricing does not tell us the prices of fundamental assets because
it does not pin down the state prices in general. By embedding no-arbitrage
asset pricing into a general equilibrium model, we can say something about asset
prices. This is the capital asset pricing model (CAPM).

Theorem 10.2. Let E = {I, (ei), (Ui)} be an Arrow-Debreu economy with two
periods, denoted by t = 0, 1, and S states at t = 1 (state s occurs with probability
πs > 0). Suppose that agent i has utility function

Ui(x0, . . . , xS) = ui(x0) + β E[ui(xs)] = ui(x0) + β

S∑
s=1

πsui(xs),

where β > 0 is the (common) discount factor and ui(x) is a HARA Bernoulli
utility function with parameters (a, bi) (so a is common across agents). Nor-
malizing the price of t = 0 good as p0 = 1, the state price is then

ps = βπs

(
aes + b

ae0 + b

)−1/a

.

Proof. By the same argument as in earlier aggregation results, we can prove
that the economy is equivalent to one with a HARA representative agent with
parameters (a, b), where b =

∑I
i=1 bi, who consumes the aggregate endowment.

Recall that the HARA utility has the functional form

u(x) =
1

a− 1
(ax+ b)1−1/a.

Therefore the marginal utility is u′(x) = (ax + b)−1/a. In equilibrium, the
marginal rate of substitution between t = 0 and state s must be equal to the
price ratio, so normalizing the price of t = 0 good to be p0 = 1, we obtain the
state price

ps =
ps
p0

= βπs

(
aes + b

ae0 + b

)−1/a

.
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An immediate consequence of Theorem 10.2 is the following Mutual Fund
Theorem (Cass and Stiglitz, 1970; Merton, 1971).

Corollary 10.3 (Mutual Fund Theorem). Let everything be as in Theorem
10.2. Then any agent’s consumption at t = 1 can be replicated just by the
aggregate endowment (“stock market”) and the vector of ones 1 = (1, . . . , 1)′

(“risk-free asset”).

Proof. Letting λi > 0 be the Lagrange multiplier of agent i, by the first-order
condition we obtain

βπs(axs + b)−1/a = λips = λiβπs

(
aes + b

ae0 + b

)−1/a

⇐⇒ axs + b = λ−a
i

aes + b

ae0 + b

⇐⇒ xs = λ−a
i

1

ae0 + b
es +

b

a

(
λ−a
i

1

ae0 + b
− 1

)
.

Therefore there exist constants θi > 0, ϕi ∈ R such that xi = θie + ϕi1, where
xi = (xi1, . . . , xiS)

′ and e = (e1, . . . , eS)
′, so agent i’s consumption at t = 1 can

be spanned by the stock and the risk-free asset.

The Mutual Fund Theorem has an enormous practical implication: no mat-
ter what your risk attitude is or traded assets are, the optimal portfolio is a
combination of the aggregate stock market and the risk-free asset. Thus all you
need to decide is how much to invest in each asset. Influenced by this theorem,
John Bogle founded the Vanguard Group in 1974 and started offering the first
index fund in 1975.1

By specializing Theorem 10.2 to quadratic utility, we obtain the capital
asset pricing model (CAPM). Let us model the aggregate stock market by an
asset that pays off the aggregate endowment, so the aggregate stock price qm
is the price of the payoff (0, e1, . . . , eS) and its gross return is the vector Rm =
(e1/qm, . . . , eS/qm).

Theorem 10.4. Let everything be as in Theorem 10.2 and a = −1, so agents
have quadratic utility. Let Rf be the gross risk-free rate and Rj be the gross
return of any asset j. Then the following covariance pricing formula holds:

E[Rj ]−Rf = βj(E[Rm]−Rf ),

where βj = Cov[Rm, Rj ]/Var[Rm] is the market beta of asset j.

Proof. By previous results, the stochastic discount factor in state s is

ms =
ps
πs

= β

(
aes + b

ae0 + b

)−1/a

= β
b− es
b− e0

,

where we have used a = −1. Since β, b, e0 are all constants and the gross market
return Rms = es/qm is proportional to es, we can write this as

ms = A−BRms,

1https://en.wikipedia.org/wiki/Index_fund

https://en.wikipedia.org/wiki/Index_fund
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where B > 0. Therefore the stochastic discount factor is linear in the market
return. By the covariance pricing formula, we obtain

E[Rj ]−Rf = −Rf Cov[m,Rj ] = RfB Cov[Rm, Rj ].

Since this equation is true for any asset, in particular we can set Rj = Rm.
Therefore

E[Rm]−Rf = RfB Cov[Rm, Rm] = RfBVar[Rm].

Eliminating B > 0 from these two equations, we obtain

E[Rj ]−Rf = βj(E[Rm]−Rf ),

where βj = Cov[Rm, Rj ]/Var[Rm].

The quantity

βj =
Cov[Rm, Rj ]

Var[Rm]

is called the beta of the asset. By definition, the beta of the market return is
βm = 1. Beta measures the market risk of an asset.

Rewriting the covariance pricing formula, we obtain

E[Rj ] = Rf + βj(E[Rm]−Rf ).

The theoretical linear relationship between βj and E[Rj ] is called the security
market line (SML) (Figure 10.1). An asset above (below) the security market
line, that is,

E[Rj ] > (<)Rf + βj(E[Rm]−Rf )

is undervalued (overvalued) because the expected return is higher (lower) than
predicted.

β

E[R]

Rf

Market portfolio

SML

βj

E[Rj ]

1

E[Rm]

O

Undervalued

Overvalued

Figure 10.1: Security market line.
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